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VISION OF COMPUTER SCIENCE AND
ENGINEERING DEPARTMENT

« To contribute to India and the World through excellence in the
Domain of Computer Science and Engineering education and
research and to serve as a valuable resource for Computer Science
and Engineering based Industry and society at-large.

MISSION OF COMPUTER SCIENCE AND
ENGINEERING DEPARTMENT

e Committed to excellence, the department seeks to impart
knowledge to develop latest technological skills with value based
education among students to facilitate their development as
successful and competent professionals for the nation.

« Promote excellence, foster high standards and orient the education
towards future needs and opportunities through strong Academia,
Industry and Stakeholder linkages

« Strengthen the curricula as per the current needs of the industry
and academia to promote research and development in frontier
areas of Computer Science & Engineering

« Provide opportunities for research, continuing education, facuity
up-gradation and development of human resources in new and
cutting edge technologies, especially through national and
international collaboration.

e Strengthen non-formal training to promote innovation among
students and equip them to be successful future entrepreneurs

PROGRAMME EDUCATIONAL OBJECTIVES (PEOs)

PEO I:

Apply computer science theory blended with mathematics and
engineering to model computing systems.

PEO II:

Design, implement, test and maintain software systems based on
requirement specifications.

PEO lII:

Communicate effectively with team members, engage in applying
technologies and lead teams in industry.
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ACADEMIC REGULATIONS
(UNDER-GRADUATE COURSES)

The students admitted in 2017-18 shall be governed by the relevant
rules as indicated below:

1.0 DEFINITIONS

11 ‘Academic Year or ‘Academic Session’ of the University shall
ordinarily be between July to June and shall consist of
two semesters,

1.2 ‘Semester' is an academic term of nomally 18-20 weeks
including examinations

13 ‘Course’ means a unit of instruction or a segment of a subject
matter to be covered in @ semester. Each course |s assigned a
specific number, title and credits

14 ‘Credit Hour’ also written as “‘Credit’ means the numerical weight
allotted to the course, Including its theory and practical parts.
One credit will represent one hour of lecture and two to three
hours of laboratory/field practical in each week

15 ‘Grade point’ is a numerical number which denctes students
perfomance in a course. It s obtained by dividing the
percentage marks obtained by ten

16 ‘Credit point' is the product of credit and grade point obtained by
the student in a course

1.7 ‘SGPA’ (Semester Grade Point Average) Is the average of the
credit points of a semester

18 ‘OGPA' is the overall cumulative grade point average obtained
by the student in the courses taken in all the semesters
completed by him/her.

19 ‘Year' means an academic session consisting of two semesters
Say, first year means the first academic session of the
Prescribed course of a degree programme. Simiarly, second
year, third year and fourth year mean second, third and fourth
academic sessions, respectively.

110  ‘Equivalent percentage’ is the percentage oblained by
multiplying grade point, SGPA and OGPA respectively by ten
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20 THE PROGRAMME AND GRADUATION REQUIREMENTS
21 Minimum residential requirement and maximum period for all
the programmes:
Minimum residential requirement 8 semesters

Maximum period for which a student can | 12 semesters
fémain on the college roll

Note: In case a student does not complete histher course work

3.0 EXAMINATION

There shall be a main theory and/or practical examination conducted by
the university at the end of each semester. The theory and practical
examinations shall be of three hours duration except otherwise
Specified. Besides this, there will be a mid-term examination

31 Mid-Term Examination:

A mid-term examination of 20 maximum marks shall be held after
completion of about 50% syllabus in each course. The mid-term
examination shall be of one hour duration.

‘If a student misses the mid-term examination due to any legitimate
reason including deputation by the university, then hefshe will be
permitted to appear in a special mid-term examination before the final
examination”. Only one special mid-term examination per course shall
be conducted for alf eligible students under this rule,

3.2 The distn'bu}ton of marks for the mid-term examination, fina
theory examination and practical examination shall be as follows:

Final (University)
Credit Mid-Term Examination Total
(Marks T/P) | Examination e
Theory | Practical — |
12130441 20(M) 50 30 100
0+ 1727374 20(P) - 80 100
| 121304 +0 20(T) 20 L
14127304 20(P) T L

33 The distribution of marks for the final practical examination shall

be as under
[ 30 [50 [ a0
[ 5 ( 10 | 15
exerc&sesasdecidedbyme external

[Practical with Maximum Marks
(&) |Practical record and day-to-day
20 [ 30 | 50
examiner)
(c) |Viva-voce 5 [ 10]15]

assessment (Sessional work)
Practical exercises (may include any

(b)

34 Grading System

(i) A numerical grading system is followed for evaluation, Each
course has a numericai weightage known as credit. The total

(i) Semester Grade Point Average (SGPA) is simply average of the
credit points for a semester T'heOvefanGmdoPolnlAverage
(OGPA) s the average for all courses upto the current semester.

If €, and G, are the credit and grade points for @ course, then
OGPA and SGPA are given by the following formutae:

C,G;
SGPA = Z£ ] where the summation is for all courses in the semester
<
ICG,
OGPA = Mmemcwnmﬁmls'orallcumsofpmee«xg

¢ semester including the current ane

(i) The percentage equivalent of OGPA shall be determined by
multiplying OGPA by ten

(v) The division of the under graduate student shall be determined
by the OGPA at the end of Successful completion of program

as follows:
Division OGPA
First 6.00 and above
Second 5.00 to 5.99
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3.5 Pass Requirements:
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(i)

(iii)

3.6
0]

(")

(iv)

(v)

(vi)

Candidates are required to pass separately in final theory and/or
practical examinations in each course

For a pass, a candidate is required to obtain at least 40% marks in
each theory final examination as well as in each practical final
examination and 4.00 grade point in the course.

The minimum OGPA required for degree is 5,00.

Promotion to Higher Classes:

The promotion to next class shall be decided only at the end of an
academic year.

A student will be promoted to higher class if he/she secures an

OGPA as mentioned in the table below.
Year to which promotion Minimum OGPA
is being Considered required for Promotion
Second 4.00
Third 4.50
Fourth 475

A student who has been promoted to the first Semester of a class
s a result of above rule, shall be automatically promoted to the
second semester of that clase regardless of the result of the
year's first semester examination.

If a student is not promoted to a higher class, he/shall become an
ex-student of the falled class and has to clear the backiog and/or
Improve his/her OGPA to be efigible for promotion,

Provisional Promotion

(a) The Promotion will be provisional with the permission of
concemed Dean to higher class til the result of the
previous semester is declared.

(b) Stua:nt has to register as per academic calendar - |e,,
date of registration without ate fee and date of registration
with late fees would be applicable

(c) Student has to give an undertaking that on declaration of
result, if he/she is not eligible, the registration would stand
canceiled automatically.
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3.7

(d) Student should have a minimum OGPA as per existing
UG rules

(e) Per-requisite courses, if any”have to be cleared prior to the
regular courses

Clearing of Backlogs and Repeating of Courses for
Improvement of OGPA:

Clearing of Backlog:

(@) Al the students with backlog (whether promoted or ex-
students) shall have to appear in the examination of
backlog courses in the main examination of the semester in
which such courses are regularly offered. The student will
be permitted to appear in backiog examination in failed par
only whether It is theory or practical or both. He/she shall
not be required to attend regular classes for such courses.

(d) Mid-term marks obtained by a student will not be carried
over far backlog examination and proportionate marks shall
be awarded

(¢)  The university shall conduct final examination as per current
scheme of examinations. Students offered courses
would be required o appear In the equivalent course in the
new programme. In case of variation in the course content,
student has to do seif preparation

(d) If the backiog course is the result of being detained on
account of shortage of attendance, the student has to
appear in both theory and practical examinations by
regularly offered courses or as a contact course, If time
table adjustment is not possible

Improvement of OGPA:

(a) Student should apply to improve the OGPA within 11 days
frmv\edaieofissueofmarksheeloflastsemesm. They
should surrender the original mark sheet issued to them and
submit the same along with apptication form,

(b) A student would be given only one chance for improvement
of OGPA.

(c)  Student will be allowed to repeat two courses of his/her
choice irrespective of grade obtained in the course(s) or
Semester, provided that the course is being offered as
regular course in current semester.
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(1)

(i)

(iv)

(d)  There will be a common examination for regular students
and for those who have been offered courses

for improvement.
(e) Students will not be issued PDC il the result of the courses

offered for improvement is declared

()  The repeated course shall be marked as "Repeat” in the
revised mark-sheet

(g) Incase PDC has been issued to the student he/she will not
be eligible for improvement.

(h) The student would be required to pay regular semes'
fees if he/she wishes to attend the classes Otherw
helshe shall be treated as Ex-student.

()  The examination fee for courses offered for Improvement
will be Rs. 1400.00 (Rupees one thousand and four
hundred only) per paper irrespective whether it Is a
regular course or a special paper

() The student has to submit an undertaking that the marks
obtained in the examinations taken for improvement will
replace the marks obtained in the original examination of
the paper(s), if he/she gets more than previous result

(k) In case a student fails In the Improvement course, he/she
will be awarded minimum pass marks in that paper.

() Mid-term marks In improvement courses In such cases,
the student will be awarded proportionate marks based on
marks obtained in final examination

Special Backlog Examination:

In case student has completed 8" Semester and has backlog
in only one course:

Special ‘examination will be conducted earliest possible after the
dgdarmon of semester resut |e. Seplember/October  of
1 semoaarofmaadmicyoarbrmtythatm

Student will be charged fee as prescribed by the university,

krrespective of whether it is a regular course or a special paper.
Student has to apply for special examination within 11 (eleven)

days of declaration of result of 8" semester, faiing which his/her
appiication will not be considered.

If a student fails in a special paper examination, he/she would be
aliowed to reappear with regular examination of next semester
only-i.e., once in a semester

8.
(0]

()

3.8
()

(if)

(i)
()

V)

In case a student has comploted 8" semester and has got
backlog of up to 6 courses irrespective of semester:

Backlog examination will be conducted along with regular

" ‘examination of the semester.

regular examination 5 being conducted for @ particula” paper,
:ﬂohlwoubhmloplyﬁs 750/~ per paper for that paper and

“special fee of Rs. 1400/ per paper will be charged for the course

which are not listed for conducting the examinations in that semester.

If a student does not clear one or more course, he/she will
have to appear as Ex-student along with regular examinaton in the
next semester and fee wil be charged at Rs. 7501- per pape. If the
courses are listed for conducting the examination in that semester,
otherwise, special fee of Rs. 1400/- per paper will be charged

Other rules lke maximum number of semesters, minimum
passing marks, etc will be applicable as per rules,

Re-evaluation for answer book:

(8) Re-evaluation is permissible only in Theory paper of
semaster's final examination

(b) Re-evaluation is not permissible in the Answer Book
of unfair means case(s)

The candidate may apply for re-evaluation within 11 days of the
issue of the mark sheet on the prescribed form through Head
of the (nstitution depositing required fee and original
mark-sheet. Incomplete and late submitted application shall
not be considered.

The re-evaluation fee per paper shall be as prescribed and Will not
be refundable on any pretext

Re-evaluation shall be done by an examiner ¢f the subject to be
appointed by the Vice-Chancelior.

If the marks obtained after re-evaluation Increase/decrease Within
20% of the maximum marks prescribed for the paper, the same will
be taken as marks oblained after re-evoluticn. However, il the
marks awarded by the re-evaluation increasedecrease by more
n "% of maximum marks prescribed for he paper then the
300k will be referred to the second re-evaluation and the
of two closest awarded marks (the middie award In case
' awards If uniformly spread) shall be taken as the marks
after re-gvaluation and shall be awarded. However, 3
vho was declared Pass prior to re-evaluation and fails after

ition, shall be awarded minimum pass marks,

9




38

(0]

()]
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(iv)

(d)  There will be a common examination for regular students
and for those who have been offered courses

for improvement.
(e) Students will not be issued PDC till the result of the courses

offered for improvement is declared

()  The repeated course shall be marked as “Repeat” in the
revised mark-sheet

(g) In case POC has been issued 1o the student he/she will not
be eligible for improvement

(h) The student would be required to pay regular semes’
fees if he/she wishes to attend the classes. Otherw
heishe shall be treated as Ex-student.

() The examination fee for courses offered for improvemant
will be Rs. 1400.00 (Rupees one thousand and four
hundred only) per paper irrespective whether it is a
regular course or a special paper.

()  The student has to submit an undertaking that the marks
obtained In the examinations taken for improvement will
replace the marks obtained in the original examination of
the paper(s), if he/she gets more than previous result

(k) In case a student falis in the Improvement course, heishe
will be awarded minimum pass marks in that paper.

() Mid-term marks in improvement courses In such cases,
the student will be awarded proportionate marks based on
marks oblained in final examination

Special Backlog Examination:

In case student has completed 8% Semester and has backlog
in only one course:

Spml_emmm will be conducted earliest possible after the
dgclaramn of semester result e, September/October of
1 mdmmml«mwmxm.

Student will be charged fee as prescribed by the university,
irrespectivoolwhelhemtsnmguhrcoutseoraspeualpapev

Student has to apply for special examination within 11 (eleven)
days of declaration of result of 8™ semester. faiing which histher
appiication will not be considered.

If a student fails in a special paper examination, he/she would be
aliowed to reappear with regular examination of next semester
only-i.e., once in a semester

(1

()

(lii)
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(i)

(i)

(v)

V)

In case a student has completed 8" semester and has got
backlog of up to 6 courses irrespective of semester:

Backlog examination will be conducted along with regular
examination of the semester.

If regular examination is being conducted for a particular paper,
he/she would have to pay Rs 750/- per paper for that paper and
special fee of Rs. 1400/~ per paper will be charged for the course
which are not listed for conducting the examinations in that semester.

If a student does not clear one or more backlog course, he/she will
have to appear as Ex-student along with regular examination in the
next semester and fee will be charged at Rs. 750/- per paper, if the
courses are ksted for conducting the examination in that semester,
otherwise, special fee of Rs. 1400/- per paper will be charged.

Other rules like maximum number of semesters, minimum
passing marks, etc will be applicable as per rules.

Re-evaluation for answer book:

(a) Re-evaluation Is permissible only in Theory paper of
semester’s final examination

(b) Re-evaluation is not permissible in the Answer Book
of unfair means case(s)

The candidate may apply for re-evaluation within 11 days of the
issue of the mark sheet on the prescribed form through Head
of the (nstitution depositing required fee and original
mark-sheet Incomplete and late submitted application shall
not be considered.

The re-evaluation fee per paper shall be as prescribed and will not
be refundable on any pretext

Re-evaluation shall be done by an examiner of the subject to be
appointed by the Vice-Chancelior

If the marks obtained after re-evaluation increase/decrease within
20% of the maximum marks prescribed for the paper, the same will
be taken as marks obtained after re-evolution However, if the
marks awarded by the re-evaluation increase/decrease by more
m“%afmmdmunnwksprescrbed!orthepap«henme
00k will be referred to the second re-evaluation and the
of two closest awarded marks (the middle award in case
1 awards If uniformly spread) shall be taken as the marks
after re-evaluation and shall be awarded. However, a
vho was declared Pass prior to re-evaluation and fails after

Wion, shall be awarded minimum pass marks
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(vi) Marks awarded after re-evaluation of the paper will be considered
for award of merit.

(vi) (a8) No one shall be admitted in the next higher class and
considered for any beneficial claim only on account of
submission of application of the re-evaluation of Answer
Book(s) in the office

(b) A student becoming eligible for admission on account of
result of re-evaluation may be admitted in next higher class
without fate fee. He will be required to pay full fees for the
year within 7 days of declaration of the result Attendance in
such case shall be counted from the date of admission

3.10 Moderation of Results:

The result committee shall also act as Moderation Committee to
review the results for the normal distribution of marks, the percentage
of pass and failure. Any moderation suggested in a paper shall be
uniformly applied to all the students registered in that paper, with the
approval of the Vice-Chancellor. Any moderation effected should not
be more than 10% of maximum marks In 2 paper However, if after
moderation or otherwise, if a student is failing only by one mark in a
paper, Controlier of Examinations may award one grace mark to pass
the student in that paper.

4.0 GENERAL RULES PERTAINING TO EXAMINATIONS

4.1 A student who has been deputed by College/University
authorities to represent at a nationalinternational meet/
championshipftournament/extra curricuiar activities, does not
appear in the final examination due to such participation, may
be permitted to take missing paper(s) at next main examination,
when such course(s) are regularly offered as a special case
Helshe, however, will be required to seek prior permission from
the Vice-Chancellor.

42 No special examination shall be held for students who miss the
examination on account of police custody, court attendance or
fail to attend for other reason, whatsoever

43 Examinations will not be postponed due to failure of electnicity.
44 The boycotted and walked out papers shall not be recounted,

This authority rests only with the Chancellor of the university,
5.0 PRACTICAL WORK EXPERIENCE REQUIREMENTS

After successful completion of all the courses including practical
trainings with minimum OGPA of 5.0, a student will become eligible for
the degree

R

Detalls of practical training (Training in factory, workshop, mine,

in different degree programmes is given below ‘
Branch ¢ g.mP ineeri Duration Year

I(.',‘. mﬂ - Four weeks each mn;le::a?msl

(b) Mechanical 30 « 30 = 60 days ~do- ]

(c) Mining** 30 + 30 = 60 days -do- ‘

(d) Eloctrical 30 + 30 = 60 days -do- ‘

(e) Computer Science & Engg 30 + 30 = 60 days -do-

() Blectronics & Communicaton 30 + 30 = 60 days -do- |

(9) Mnformason Technology 30 + 30 = 60 days - do-

(h)  Cwi Engineerng 30 + 30 = 60 days - do-

*In addition to the above the agricullural engineering graduates have to
undergo “Studen! READY Rural and Entrepreneurship Awareness
Development Yojana“, which includes 8 weeks Industrial attachment/
Intemship (Student READY) and 8 weeks Experiential leaming on campus
(Student READY) in the first semester of final year B.Tech. (Ag.). Also, a
student has to undergo an educational tour

In order to take poiicy decision and fo solve the operational and
admimistrative bottleneck. if any, there shall bo a college level committee
consisting of the foliowings. The comwnittee vl guide in selection of
elective and expenential je gproject.

Senior mast Head of the Department - Convener
Heads of concemed Department - Member
Training Officer - Member
Class Advisor of IV year . Member

hmt«mwrmamsmummmmmmmu

followed as prescribed.

**  The Mining Engineering students shall have to undergo 12 days mining
camyp al the end of | semestor of Il year and 12 days survey camp al the
end of | semester of ll year, in addition to 60 days practical raining

6.0  ATTENDANCE REQUIREMENTS

6.1 The student shall be permitted to appear in the university main
examination only f a minimum attendance of 75% is maintained
separately In theory and practical in each course from the date of
registration in that course. However, in NCC/NSSINSO/YOGA the
minimum attendance requirement would be 65% In case of
sickness or any other vald reasons, the Vice-Chancellor may
condone the attendance to an extent of 10%
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7.0

A student who is short of attendance in one or more courses will be
cdetained form appearing in the final semester examination of all
such course{s) and will be awarded zero grade point Such
courses shaii be denoted by letter “DE" in the mark sheet.

En-mass absence shall be treated as absent in the attendance
record of the students and will be charged a fine of Rs. 2000/-
on en-mass cutting of the classes for more than 3 days

The registration of the student shall be cancelied if he/she
remains absent from the college in any one subject (l.e. any
particular course for which a student is registered in that
semester) for more than seven days without prior permission
He/she would be re-registered on tendering apology to the
effect that he/she will not repeat such absence in future within
seven days of the cancellation of the registration by paying a
fine of ® 250/- or within 15 days by paying a fine of 2 500/- or
within one month by paying 2 1000/-, respectively

If a student who has been admitted to the 1* semester of a
programme and fails to attend the classes continuously for a
period of 30 days without the permission of the Dean of the
coliege, the name of such 3 student will be removed from the
college roll, No petition is permitted In this case. He/she may
have to seek re-admission as a fresh candidate

If @ regular student of the college in subsequent semester fails
to register on schedule time or fails to aftend the ciass after
mhtraﬂu! continuously for 30 days without the permission of
the Dean of the college, the student will be removed from the
college roll and parents informed accordingly. A student so
removed may apply to the Dean within 15 days of hisher
removal for reconsideration for re-registration in the next
academic session, giving valid and strong reasons for failing to
take permission. His removal may be revoked, provided that,
his/her advisor is satisfied with the performance of the student
and the same Is approved by the Dean. The period of removal
shall be counted towards the number of semester, though no
grade/marks would be awarded for this semester.

ADVISORY SYSTEM

Student will be required to report to the respeciive class advisors for
getting registration form and examination form for the purpose of
registration. Class advisors will also be responsible for distribution of
marks sheet obtained from the university

12

SYMBOLS AND THEIR MEANING

Following symbols would b= (sed to designate the status of the student

9.0
(a)

®
©

10.0

(b)

L__v"_ Significance |
Fail
letained
’ Irmeans
yat
il such courses which are cleared b) ' the same or repeated

of OGPA lo bing .

for improvement ‘mum required level
shall be marked by letter 'R'in the tran.

WITHDRAWAL FROM SEMESTER
A student shall be permitted to withdre ‘er only
two times in the degree programme, on b =aith

and personal exigencies subject to the ‘he
reasons for withdrawal are convincing. For th

fo submit @ written request at least one wew
commencement of the main examination of the s.

‘which the student wants to withdraw
. A student who has withdrawn from a semester has to ,

same semestar during next year

The period lost due to withdrawal (one year for one withdrawa
shall not be counted towards maxmum permissible period for
which a student can remain on the coliege roll

EXAMINATION OF PRACTICAL TRAINING, PROJECT AND
SEMINAR

For the examination of practical training (including Industry
visit, mining camp, survey camp, etc ) there will be an internal
board appointed by the Dean The board will comprise of
concerned Head of the Department as chairman and one or
two teachers of the concerned department(s) as members
The marks will be awarded on the basis of work report,
practical record, quiz, Viva-voce, etc. and added o the marks
list in the Final year's examination

For project viva-voce examination there shall be a Board of
examiners consisting of project committee and oneftwo external
examiners. The concerned Head of the Department will be the
Chairman of the committee. However, in Agriculture Engineering
discipline, the Chairman will be the Project Chairman. The
Chairman will then nominate two teachers as members. The
Board may meet i one or two meetings according to the

“availability of external examiner(s). A candidate wil be assessed

for the work done during semester by the Project Advisor and the
Project Committee.

13




As the project |s assigned in the first semester of the final year
and the student works on it during both the semesters the
assessment of the project shall be done in both the semesters
The intemal viva-voce of first semester and both the seminars
shall be assessed by the Project Committee. However the
marks shall be counted in the second semester only. The
distribution of marks shall be as follows

Particulars | Semester | 1l Semester Total
Day-to-day assessment 15 20 35
the major advisor
Seminar 10 | 15 25
Viva-voce 10 I 30 40
(Internal) {External)
TOTAL ] 65 100

(c) Form.whuwup«umbeoasaooumdswdy,mahan
uabouddmm'smgolmeﬂeadofmeowarmm
@s chairman and two teachers of the department.

11.0  CHANGE OF BRANCH OF STUDY IN SECOND YEAR B.TECH.

The students, in the second year, can avail one opportunity to change
their branch of study on merit basis in accordance with rules framed by
the university from time to time.

120 ADMISSION OF DIPLOMA STUDENTS IN SECOND YEAR
B.TECH.

The dipioma holders from the Board of Technical Education, Rajasthan
with 10+2 qualification can seek direct agmission in second year B.Tech,
The number of seats, admission procedure, educational and other
requirement would be as specified by the Government and/or approved
by the university from time o time.

13.0  GRADUATION REQUIREMENT AND AWARD OF DIVISION

(a) A student shall be awarded degree only if he has passed all the
courses and completed other requirements prescribed for the
programme and secured an OGPA of 5,00 or above

(b) The division of the student shail be determined by the OGPA at
the end of successful completion of the program as follows

Division OGPA
First 6.00 and above .
Second 50010599

SCHEME OF TEACHING AND EXAMINATION

(Computer Science & Engineering)
First Year B.Tech. (Common for All Branches)

I.SEMESTER
Hours/
c s Credit | 0T Marks
No. ™miPlL|iPp|m| e | mr
BS 111 | Mathomatics — | 3lol3afolse | - | 2
ME 113 | Mechanical Engg - | 3fol3foJe | - | 2
ME 114 | Workshop Practice ol1Jo |3 o8] 2
CE 115 | EngineeringDrawing | 0 | 1] 0 | 3 | 0 | 80 | 20
NCCINSSINSOfYoga' | - |- 0 | 2 | - | - -
Total 6 2|6 | 8 | 160 160 | 80
GROUP |
BS100P | Engineering Physics 2111221853/ 2
CE 100 | Engineering Mechanics | 2 | 1] 2 | 2 | 50 | 30 | 20
EE 100 | Electrical Engg - | 3|1/ 321353 2
REE100 | Environmental Studies | 2 | 0| 2 | 0 | 80 | - | 20
and Disaster
Management
Total 8 3/ 9 | 6 |23/ 9 | 80
GROUP I|
BS100C | Engineering Chemistry | 2 | 1] 2 | 2 | 50 3 | 20
EC 100 | Electronics and 21| 2] 2]s% |3 | 20
Instrumentation
CS 100 mocmmmg:r 21|22 % |30 2
Programming and
Structure
BS100E Con;nunicaﬁon Skits |2 [1] 2] 2|5 | 30 | 20
and Pe f
Doveluﬂr‘r::.e':t‘;‘y
Total 8 |4 8| 8 [200] 120 80
Total Groupd [15|5] 16| 14| = | = | =
Group-l | 1416 14 | 16
Total Groupd | 20 29 800
Crodits/Hours/Marks Group-| 20 30

_Nccmmsorvqauumwmmmammmmnm as
3 Satsfactory! unsatisfactory at the end of IV semester
mmmwu)mumwwmm

Note: The courses BS 100P, CE 100, £E 100, REE 100, BS100C, EC 100, CS 100 and
BS 100 shall be offarod in both the semesters. The students wil be divided in
mmmmwwmmummmmnumm
83 well mmmwymmmdunmntmhhtm
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‘ 1I-SEMESTER
I SECOND YEAR B.Tech.
| Hours/
Course Tills Credit | (O0 Marks
Lo PILIPI™hI P [mr 11-SEMESTER
BS 121 | Mathematics - || 3|o|3[o[s8 | - |2
CE 122 | Civil Engineering 1t |11 2|5 |32 5
ME 123 | Machine Drawing -1 | 0 | 10| 3 | 0 | 80 | 20 Credit ﬁ::" Marks
ME 124 | Workshop Techrology | 2 [ 1 |2 | 3 | 80 | 30 | 20 Course No. Title
NCCNSSNSOfYogs' | - |- Jo | 2 | - | - | - Th{P|L|T|P|Th|P [MT
Total 6 |3|6|10 180 | 140 | 80 . 5o leol o180
BS 100C| Engineering Chemistry | 2 | 1 | 2 5 | 30 | 20 (All Branches)
EC 100 | Electronics and 2 |1 (2|2|s0|3]2 3|1|3|0|2|5|30(20
Inbiruméntation cS211 Dig*falnLoe‘c
! €S 100 'MW to 2 |1 (2]2]|68 | 3] 2 Desig o
Com 1140
Programming and les212 Unix and shell oj2]0
Data Structure programming [ab
8S 100€ | Communication 21|22 s .
lndPotu:mllym 2= CS213 Objecwnfnm 3(/2|3(0|4|50|30]|20
Development® Programming
Total 8 | 4 /8|8 200120/ eo with C++
GROUP I s 80| 0|20
|cs214 Principles of 3fof3]1]0
BS100P | Engineering Physics 2 |1]2|2[5 ]3]z s Programming
} CE 100 | EngineeringMechanics | 2 | 1| 2 | 2 | 50 | 30 | 20 Languages
| EE 100 | Electrical Engg. - | 3|1]3[2]s |32 20 | 20
REE 100 | Environmental 2102 |0 |8 | - |20 |EE212 Electrical 3|1(3|0|2]|50
Studies and (EE,CS) Measurement
Management and Instruments
8 |30 |82 90| 80 [EC219(CS) | Analog 2|(1/2|0|2|50)|30/|20
Total | Group | 147|148 - S . Elecironics
Group Il 15|68 15/ 18 - 2 T
;l;omcnaw Group | 21 32 800 NCC/NSSINSO' [ - | - |0 |0 5
SRR [ Goio i 21 31 e alrlazlzlel -1 -1-
Nccmssmwvmumaymmmmwwmu 24 35 700
. 860 &3 bitieh ; atthe end of IV ot} Total Credits, Hours and Marks
mmmmm)uumwwuw ToT s do not canry any credit
16
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IVIEMESTER THIRD YEAR B.Tech.
V-SEMESTER
Hours per
Course Credit Marks Credit | Hours per
"o. Title Week Course Title Hours Week ke
No.
me[C[r[p|n]r [mr Th Pl LT P |Th [P [ mMT
CS311 | Theory of 3|03 |1]|o0|80) 0|2
BS222 | Discrete 3/0/3|olos 02 Pospulation
(€S) | Mathematical CS312 | JavaProgramming |3 |2 |3 |0 |4 [s0 [30 |20
- Structure €S313 | DataCommunicaton | 3 | 1| 3 |0 2 | 50 | 30 | 20
and Networks
€S221 | Computer 3031ow0m&‘.m“ 3(of3|1]o|s8 0|20
- CS315 | Database Systems 3 |1(3]o0of[2 |5 3] 2
CS222 | Data Structure 3 /1|3 EC319 | Pulse, Digital & 3|o[3f[1]o0s ¢ |20
02|50 (30| 20 (CS) | Wave Shaping
EC228 | Communication 3/0f3 1|08 |0]2 Total 18l4j8|3]8| - ]-1]-.
(CS) | systems Total Credits/ Hours/Marks 22 29 600
(€S224 | Microprocessors: |3 |1 |3 | o 2 |50 |30 I '
2 s . 20 T - Tutorials do not carry any credit
8085 & 8086 ’
. = VI- SEMESTER
©S225 | SystemSofware | 3 |13 |02 50 |30 | 20
Course Title Credit | Hours per Marks
NSS/NCC/INSO - |(-f1ofol2] .- |.]. No. Hours Week
1, Th [Pl L|T[P|Th [P |MT
otal B(3/18|2|8-[.]. CS321 | Principles of 3 |1|3|0o]2]5 |30 20
Compiler Design
Total Credits/ Hours/ Marks | 21 28 700 CS322 | Microprocessor 3 (1|3 [0z |50 |30 |20
Interfacing and
T'mendcamr Microcontroller
, Sy €8323 | Design&Analysisof | 3 |0| 3 |1] 0| 80 | 0| 20
Algorithms
WNOC’NSSINSOBoompulsory and the student will be assessed €S324 | ComputerNetworks | 3 | 1| 3 | 0| 2 | 50 | 30 | 20
8 satisfactory/ unsatistactory at the end of IV semester CS325 | Operating Systems | 3 | 1] 3 | 0] 2 | 50 | 30 | 20
msmsngim«hg31302503020
v Total 85|10 - |- ]-
Nm.Sludend ;?Vhanmmammmmmg of 30 days at the Total Credits/ Hours/ Marks 23 29 600
ond semester for which assessment will be made at the T-T
beginning of the next semester = Tutorials do not carry any credit
Note: Students have to undergo a practical training of 30 days at the end of
Wamemrforwhlchmmmmbamulm
s beginning of the next semester.
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FOURTH YEAR B.Tech.

VII-SEMESTER

' The topic for the

but assessed in both

CS414 (c) Neural Networks
CS414 (d) Fauk Toterars Systorns
CS414 () Embedded Systems

faculty expertise

project (CS425) will be afiotted in the

the semeste
counted in the VIll semester

ke
(Elocﬁwslaloqﬁfen. However, the elective
IS not available or 5
nolopl!orapamwarm,’yg

Vil semester
The total credits win however pe

ELECTIVE.;y
Design of Unix Operating System
C8415 (b) Graph Theory
CS415 (c) Computer Graphics
CS415 (d) Numerical Methods
CS415 (o) Computational Intelligence

e eloctive egch out of the fists
May not be offered if
mlnbnmno!wsludonlsdo

20

VII-SEMESTER

Credit | Hours por
Course Title Hours | Week Marks
o .| P T P lTh|Pe | mMr
CS421 | Multimedia 3 (1(3|0|2|50)30]20
Systems
CS422 (WebTechnology | 0 |2 (0| 1|4 0 |80 20
CS423 | Elective-111 3 /1]3|0|2]|50/30]20
CS424 | Elective-1V 3|1/3|0]|2|50]|30]20
C8425 | Project o(8|o0|0|1|0 |100] -
2
C8428 |Practical Training | 0 |4 (0| 0|0/ o 100 -
& Industrial Visit
CS427 | Seminar 0/2|0|c|(4| 0 |100]| -
Total 19/8|1/28] - - =
Total Credits/Hours/Marks 28 36 700

end of IV and VI semester)
marks. The industrial visit will

" ¥ The marks of the practical trainings conducted during summer beeaks (at the
will be considered in VIIl semester out of 90
be assessed out of 10 marks. If the tour does

not undergo, the trainings will be assessed out of 100 marks.

ELECTIVE-1l
CS423 (a) Information Seaurty
€S423 (b) Computational Geometry
€S423 () Digital Image Processing
CS423 (d) Real time system
CS423 (6) Advarce Computer Architecture

ELECTIVE-IV
CS 424 (a) Parallel Computing
C8424 (b) Object Oriented Modeling

and Design
5424 (c) Distributed Database Systems
CS424 (d) VLSI Design

CS424 (e) Data Warehousing and
Data Mining

M:mmummmmmwmaummmam

Mm.unmmynot

be offered if faculty expentise is not

oumlv*mmdlommdonaop(bumm
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- TOTAL CREDITS DISTRIBUTION

Semester Wise
SEMESTER | Th | Pr | Total Remarks 7
Group! |15 | 5 | 20 |
I |Groupll | 14 | & 20 —’
Groupl | 14 7| 29
| Groupll | 15 | 6 | 21
J 77| 24
v 183 21
v 84| 2 j
Vi 85| 23 —[
Vi 156 21
Vil 9 (19| 28
L Total 180

*Skill development training in summers

Total Credit: 180

2

COURSE CONTENT
FIRST YEAR B.TECH. (I SEMESTER)

BS 111 MATHEMATICS -1
Cr.Hrs. 3(3+0)
LT P
Credit 3 0 0
Hours 3 0 0

Course Outcome: At the end of the course, the student will be abie to

CO1 Expand function in Taylor's and Maclaurin's series

CO2 Trace the Cartesian and Polar curves

CO3 The student will be able to apply the partial differentiation to
compute the minima and maxima of functions of two variables.

CO4 The student will be able to compute areas and volumes by integration.

CO5 Solve linear differential equations of higher order and
homogenous differential equations with constant coefficients.

Unit-1

Differential Calculus: Taylor's and Maclaunin's expansions, Asymptotes
and Curvature (Cartesian Coordinates only), Curve tracing (Cartesian
and standard Polar Curves- Cardioids. Lemniscates of Bermoulli,

Limacon, Equiangular Spiral)
Unit-lf

Differential Calculus. Partial Differentiation, Euler's Theorem on
Hmoous Functions, Maxima & Minima of Two Independent
Vi Lagrange’s Method of Multipliers, Jacobians,

Unit-lll
Integral Caiculus: Double Integral, Areas & Volumes by Double
Integration, Change of Order of Integration, Triple integrals, Beta
Function and Gamma Function (Simple Properties), Relation between
Beta and Gamma functions

Unit-Iv

Differential Equations: Linear Differential Equations of Higher Order with
constant coefficients, Homogeneous Linear Differential Equations with

constant coefficient.

Text Books/Referencos

1. Guar, YN and Koul, C.| (2013) Engineering Mathematics, Vols, | & II,
Jaipur Publishing House, Jaipur =

2 Babu Ram (2011) Engineering Mathematics-|, Pearson Education, India
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3. BV. Ramana (2012) Higher Engineering Mathematcs, Tata McGraw
Hill, Inda

4. JL Bansal and H.S. Dhami (2012) Differential Equations, Vois 1 & Il
Jaipur Publishing House, Jaipur

5. M. Ray and Chaturvedi: A Text Book of Differential Equations, Student
Friend & Co. Publisher, Agra

6. Rao V Dukkipati (2012) Engineering Mathematics. New Age
International (P) Ltd., New Delhi

ME 113 MECHANICAL ENGINEERING
Cr.Hrs. 3(3+0)

LTP
Credit 3 0 0
Hours 3 0 0

Course Outcome: At the end of the course, the student will be able to
CO1 A fundamental understanding of the laws of thermodynamics

and their application to a wide range of systems with work and
heat interactions.

CO2 Concept of entropy and irreversibility of a process and application
of thermodynamic relationships to solve practical problems.

CO3 Gas and vapour power cycles and the efficiencies.

CO4 Properties of steam and its application in power generation.

COS5 Construction and working of various boilers and IC engines

Unit-l

Thermodynamics: Thermodynamic properties, closed and open systems,
flow and non-flow processes, gas laws, laws of thermodynamics, internal
energy. Application of First Law in heating and expansion of gases in
non-flow processes only

Second law of thermodynamics: Kelvin-Planck and Claussius
statements. Reversible processes, Camol cycle, Carnot theorem.
Reverse Camot cycle. Entropy, physical concept of entropy

Unit-Il

Properties of Steam: Difference between gas and vapour, change of phase
during constant pressure process. Generation of Steam, triple point and
critical point. Internal energy and entropy of steam. Use of steam tables and
Mollier chart, heating and expansion of vapour in non-flow processes.

24

Unit-lil
Vapour Power Cycles: Introduction to Camot Cycle. Rankine cycle and

y 'CIassifution of steam boilers. Cochran,

Lancashire, Locomotive and Babcock-Wilcox boilers. Boiler mountings

';,f.m Engines: inmodudion to simple and compound steam engines.

Unit-iv
Fower Cycles: Introducton Air Standard efficency, other engine
f‘ﬁ;endumdtums Otto, Diesel and Dual cycles. Caiculation of
efficiency, mean effective pressure and their companson.
Internal Combustion Engines: Introduction, Classification, terminology and
description of IC Engines. Four stroke and two stroke petrol, gas and diesel
engines. Comparison of petrol and diese! engines. Simple carburettor

Text Books/References

1. ML Mathur and F.S. Mehta: Thermal Engineering, (Vol. |, SI Edition),
Jain Brothers, New Delhi

2. RK Purohit: Foundation of Mechanical Engineering, Scientific
Publishers (India), Jodhpur.

3. PK Nag: Engineering Thermodynamics, TMH

ME 114 WORKSHOP PRACTICE

Cr.Hrs. 1(0+1)

LTP
Credit 0 0 1
Hours 0 0 3

Course Outcome: At the end of the course, the student will be able to:

CO1  Practical performance in carpentry shop.

CO2 Smithy Shop, Simple exercises involving basic operations like
bending, drawing, punching, shaping, upsetting and riveting.

CO3  Fitting Shop, Simple exercises involving basic operations like
mmipping, filiing, drilling, reaming, threading with taps

CO4  Sheet Metal and Plumbing Shop, Demonstration of basic tools,
pipe fittings and operations.

. Shop: Acquaintance with types of wood, tools and their uses.
Simple exercises invoiving basic operations like sawing, planning,
chiselling, etc. Preparation of simple joints, cross half lap joint, dovetail
joint, bridle joint, tennon and mortise joint
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Smr‘lhy Shop: Acquaintance with types of tools and their uses Simple
exercises involving basic operations fike bending, drawing, punching,
shaping, upsetting and riveting.

Fitting Shop: Acquaintance with tools, measuring and marking tools,
precision measuring tools and their uses. Simple exercises involving
basic operations like sawing, chipping, filling, drilling, reaming, threading
with taps and dies.

Sheet Metal and Plumbing Shop: Demonstration of basic tools, pipe
fittings and operations.

Texts/References

1. S. K Hajra Choudhury and AK Hajra Choudhury. Elements of
Workshop Technology (Vol. 1), Media Promoters & Publishers Pvt
Ltd., Bombay.

CE 115 ENGINEERING DRAWING
Cr.Hrs. 1(0+1)
LT P

Credit 0 0 1
Hours 0 0 3

Course Outcomes: At the end of the course, the student will be able to:

cO1 Select. Construct and Interpret appropriate drawing scale
as per the situation.

co2 Draw simple curves like ellipse, cycloid and spiral
Draw Orthographic projections of peints, lines and planes

Draw orthographic projection of solids like cylinders, cones,
prisms and pyramids including sections.

Layout development of surface of solids for practical situations
CO6 Draw isometric projections of simple objects.

Introduction and letter writing. Construction and use of plain, diagonal
and vernier scale. Methods of drawing ellipse, parabola and hyperbola
Methods of drawing cycloids, spirals. Orthographic projection and
projection of points,

Projection of lines, projection of planes, projection of solids. Introduction
of prism, pyramid, cylinder and cone.

Section of solids, introduction of intersection of surfaces. Development
of plane and curved surface. Isometric projection.

26

Texts/References
N.D. Bhatt, Elementary Engg. Drawing, Rupalee publication, Anand.
Lakshmi Narayan and Vaishwanar. A Text Book of Practical
Geometry, Jain Brother, New Delhi
RB Gupta. A Text Book of Engineering Drawing, Satya
Prakashan, New Delhi
Fundamentals of Technical Drawing, Parkinson

BS 100P ENGINEERING PHYSICS
Cr.Hrs. 3(2+1)

L TP
Credit 2 0 1
Hours 2 0 2

Course Outcome: At the end of the course, the student will be able to

CO1 Apply vector calculus approach to problems in electric field
and magnetic field

CO2 Apply laws of physics to simple LRC circuits

CO3 Learn physics behind various types of lasers and their
characteristics

CO4 Understand the interference and diffraction from wave optics
concepts and know its apphications

CO5 Understand polanzation of light and its applications

Unit-l

Electric Field: Line integral of electric field, Potential difference, Field as
gradient of potential, Divergence of a vector function, Differential form of
Gauss's law, Laplacian, Laplace equations, Curl of a vector function,
Gauss's divergence theorem

Magnetic Field: Curi and Divergence of a magnetic field, Magnetic
scalar and vector potential.

Unit-ll

Varying Field: Faraday's law-integral and differential form, Self and
mutual inductance, Neumann's equation, Charge and discharge of a
capacitor through register, Growth and decay of current In LR circuit,
Energy stored in electric and magnetic field, Displacement
current, Maxwell's equations
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Unit-in CE 100 ENGINEERING MECHANICS
Laser: Coherence, Einstein's coefficient, Spontaneous and stimulated Cr.Hrs., 3(2+1)
emission, Population inversion, Laser gain (pumping). Spectral RRSTIR ey
narrowing In laser, Coherence length, Ruby and He-Ne laser. Credit 2 0 1
gn::;u::ce Division of ampitude, colour of thin films, Newton's ring, Hours 2 0 2
ebry-Perot interferometer-principle, operation, determination of wave
length and difference in wave length, Course Outcome: At the end of the course, the student will be able to.
Unit-IV CcO1 Draw free body diagrams and determine the resultant of
Diffraction: Double sit Fraunhofer diffraction pattern, Fraunhofer diffraction forces andfor moments.
by a plane transmission grating, Formation of spectra. coz Determine the centroid and second moment of area of sections.
Polarization: Analysis of linearly, circularly and ellipticaliy potanzed light mechani termi fficiency of simple
(Half wave and quarter wave plates), Optical activity, specific rotations, co3 m:;vs wn(: consud:a'cﬁi!:oo!a:idbnne ¢ 2
Laurent's half shade and its use for determination of specific rotation of
sugar solution. CO4 Analyse statically determinate planar frames.
o " CO5 Analyse the motion and calculate trajectory characteristics.
; : ; CO6 Apply Newton's laws and conservation laws to elastic
1. Tofind refracuve Index and dispersive power of material of prism by collisions and motion of rigid bodies
2. Tofind wave length of light by Newton's ning. ;
3. To find wave length of light by diffraction grating. (A) STATICS e
4. To find specific rotation of sugar solution by polarimeter
5 To find wave length of light by Fresnel Biprism Lophmrmm lom:s' condition of equilibrium; Force, system of force,
:‘ :: ﬁn:::;“ulen:cy :'nAm.c' ik 3 Moment and couples: Moment and paraliel forces, Couples. General
. ool Se constant of liquid using series conditions of equilibrium
) Practical Applications: Levers, Cracked levers, Steel yards. Sagging
8 ;Inggiryc uc':;anga and discharge of condenser through a resistor chains and toggle joints.
9. To study LCR resonant circult, resonance, quality factor and Cakw of Gravity: Cantre of parallel forces, C.G. in some simple cases,
sharpness in (i) series circuit (ii) paralle! circuit SOk
Moment of Inertia. Moment of inertia, Radius of gyration and
Text Books/References perpendicular axis, Detem'\l.natiqn of moment of inertia of simple
1. KK Tiwan (1995). Electricty and Magnetism, S. Chand and o St =
Company, New Delhi. Unit-ll
2. N. Subrahmanyam and Brijlal, (1993). A Text Book of Optics, Eriction; Introduction, Critical angle of friction, Friction on horizontal planes,
S. Chand and Company, New Delhi Friction on inclined planes, Wedge and block, Screw jacks, Rolling friction.
3. Ahmed and Lal (1966). Electricity, Magnetism and Electronics, Machines: Introduction, Effects of friction, Loss of work, Reversible and
Unitech House, Lucknow. o Ireversible machine, Law of machine, Wheel and axle, Differential

- whee! y block j d double purchase
4. D.S. Mathur. (1993). Mechanics, S. Chand and Company, New Delhi. mw%m m wheel. m’%ﬁkwﬁ:‘fs’e and double pu

5. Gupta and Kumar. (1995). Practical Physics, Pragati Prakashan, Meenat Frames: Sta determinate plane frames, Method of joints, Methed
of sections, Graphical method.
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(B) DYNAMICS

Unit-Ill
Rectilinear Motion, Motion under gravity, Projectiles equation of the
path, Maximum height attained, Time of flight, Horizontal range. Angle
of projection, Projectile from a given height, Projectile on an inclined
plane, Problems
Work, Power and Energy: Work, Power, Work done by torque, Energy,
Law of conservation,

Unit-1tV
Centripetal and centnfugal forces, Laws of motion: Newton's Law of
motion and their explanation, Collision of elastic bodies, Impulse and
impulsive force, Principle of conservation of momentum, Loss of kinetic
energy during impact
Practicals
1 Verification of law of polygon of forces
2 Verification of principle of moment in case of compound level
3 Verification of principle of moment in case of bell crack level
4

Determination of reaction in case simply supported beam with o¢
without overhang

5. To determine coefficient of friction between different surfaces on
horizontal plane

To determine coefficient of friction between different surfaces in
inclined plane.

Study of different wheel and axle
Study of single purchase crab.
Study of worm and worm wheel
Study of Weston's pulley block

Determination of mechanical advantage, velocity ratio and
efficiency of single purchase crab

12. Determination of mechanical advantage, velocity ratio and
efficiency of double purchase crab

13.  Determination of mechanical advantage, velocity ratio and
efficiency of first system of pulley

14, Determination of mechanical advantage, velocity ratio and
efficiency of second system of pulleys

15. Determination of mechanical advantage, velocty ratio and
efficiency of third system of pulieys Flywheel

Text Books/References

1 1.B. Prasad. Engineering Mechanics, Khanna Publisher, New Delhi

2 RS. Khurmi. Applied Mechanics, S. Chand & Company Ltd . New Dehi

3 S.B. Junnarkar. Applied Mechanics, Charotar Pubfishing House,
New Delhi

4 Saluja, Applied Mechanics, Satya Prakashan, New Delhi
30
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EE 100 ELECTRICAL ENGINEERING ~ |

Cr.Hrs., 4(3+1)

LTP
Credit 3 0 1
Hours 3 0 2

Course Outcome: At the end of the course. the student will be able to

cO1 Proficiency in solving DC network

CO2 Know-how of single phase AC circuits

CO3 Competency In solving three phase balanced AC circuits
CO4 Daxterity in using basic electrical instruments

CO5 Comprehension of transtormer working principles

Unit-l

Electro motive force, reluctance, laws of magnetic circuits
determination of ampere-turns for series and paralisl magnetic circuits,
hysieresis and eddy current losses

Kirchoff's law, Delta-star and star-deita conversion, source conversion
Network theorems: Thevenin's. Norton's, superposition and Maximum
Power Transfer theorem

Unit-ll
Single Phase EMF generation, average and effective values of sinusoidal
and Mnear periodic wave forms, instantaneous and average power, power
factor, reactive & apparent power, solution of R-L-C, sefies, parallel, series-
parafiel circuts, complex representation of impedances, phasor diagram
series and paraliel resonance

Unit-ill

Transformer: Faraday's laws of Electromagnetc induction, construction and
principle operation of single phase transformer, EMF equation, voltage and
current relationship and Phasor diagram for ideal transformer

Fundamentals of DC machines Working principle, operation and
performance of DC machines (Motor and generator)
Unit-IvV

Three phase A C. circuits: Three phase EMF generation. delta and star
connection, methods of three phase power measurement, power factor.
feactive ang apparent power, Series and parallel resonance

Concept of Three phase induction motor construction and operation
Basic Introduction of single phase induction motor
L]




Practicals

1

To Establish the Voltage-Current Relationship in an Electric Circutt
@nd to Measure the Unknown Resistance by Ammeter-Voitmeter
Method (Ohm's Law),

2 Experimentally verify the number of resistance connected in series
and paraliel in an electric circult can be replaced by in equivalent
resistance without disturbing the circuit condition.
3. Verify Kirchhoff's current law and voltage law for a DC circuit
4. Venfy Superposition Theorem for a DC circuit
5. Verify Thevenin's Theorem for a DC circuit
6. To measure power and power factor in a single phase A.C. series
R-L circuit
7. Determination of Choke Coil parameter resistance (R) and
Inductance (L).
8. To study the characteristics of an L-C-R series circuit
9. Testing of single phase energy meter by direct loading method
10. Determination of percentage regulation of a single phase
transformer by direct loading method
11. Determination of efficiency of a single phase transformer by direct
loading method
12 To perform open circuit and short circult test for single phase
transformer
13. To obtain load characteristics of D.C shunvseriesicompound generator
14. To perform no-load & blocked ~rotor tests on 3 ph. Induction motor
to obtain equivaient circuit parameters
15. To perform no load & blocked —rotor test on 1 ph. induction motor &
to determine the parameters of equivalent circuit
Text Books/References
1 B.L Theraja Electrical Technology, S. Chand
2. ME Van Valkenberg, Network analysis, PHI
3. Soni and Gupta Introduction to Electrical Network Theory,
Dhanpat Rai Publisher

4. RA Gupta and Nikhil Gupta. (2002). Fundamentals of electrical &
Electronics Engineering, JPH, Ist Edition, .

5. HP. Tiwari (2002). Electrical & Electronics Engineering, College
Book Centre, Jaipur.

6. JB Gupta (2002) Fundamentals of Electrical & Electronics.

SK Kataria and Sons, Dehli
R
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REE 100 ENVIRONMENTAL STUDIES AND DISASTER
: MANAGEMENT
Cr.Hrs. 2(2+0)
LT P
Credit 2 0 0
Hours 2 0 0
‘Course Outcome: At the end of the course, the student will be able to
CO1 Develop an understanding of different natural resources
including renewable resources
CO2 Realize the importance of ecosystem and biodiversity for
_ maintaining ecological balance.
CO3 Develop an understanding of environmental poliutions and
' ‘hazards due to engineeringMtechnological actvities and
‘general measures to control them
Demonstrate an appreciation for need for sustainable
_development and role of science

Aware of important acts and laws in respect of environment
Unit-l

Environmental Studies: Defintion, scope and importance. Natural Resources:
Renewable and non-renewable resources and associated problems.

Forest resources: Use and over-expioitation. Water resources: Use and
over-tilization of surface and ground water, floods, drought, conflicts over
water, dams-benefts and problems. Mineral resources: Use and
exploitation, environmental effects. Food resources. Worid food problems,
effects of modem agriculture, fertiizer-pesticide problems, water logging,
salinity. Energy resources: Growing energy needs. renewable and non-
renewable energy sources. Land resources; Land as a resource, land

dation, man induced landslides, soil erosion and desertification
Role of an individua! in conservation of natural resources.

Unit-ll

Ecosystems: Concept, Structure and function. Energy flow in an

ecosystem. Ecological succession, Food chains, food webs and

ecological m Introduction, types, characteristic features,
and jon of

co4
co5

structure the various ecosystems
Blodiversity and its conservation: Introduction, definition, genetic species
& ecosystem diversity and biogeographical classification of India
Value of biodiversity. Biodiversity at global, national and local levels
India as a mega-diversity nation. Hot-spots of biodiversity. Threats to
Diadiversity. Endangered and endemic species of India. Conservation of
blodiversity: In-situ and Ex-situ conservation
- Unit-lt

s"m'-‘m Pollution: definition, cause, effects and control measures

f Air pollution, Water paliution, Soit pollution, Marine poliution. Noise
poliution, pollution and Nuclear hazards
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Solid Waste Management causes, effects and control measures of
urban and industnal wastes

Role of an individual in prevention of poilution

Social Issues and the Environment Urban problems related to energy
Water conservation, rain water harvesting, watershed management
Environmental ethics Issues and possible solutions, Wasteland
reclamation, Consumerism and waste products Environment
Protection Act.

Issues involved in enforcement of environmental legislation. Public
awareness, Human Population and the Environment: population growth,
Family Welfare Programme.

Environment and human health: Human Rights. Value Education,
HIVIAIDS, Women and Child Welfare

Role of information Technology in Environment and human haalth

Unit-iv
Natural Disasters- Meaning and nature, their types and effects. Floods,
drought, cyclone, , landslides, avalanches, volcanic eruptions,
Climatc change: global warming, Sea level rise. ozone depletion
Man Made Disasters- Nuclear disasters, chemical disasters, biological
disasters, building fire, coal fire, forest fire, oil fire, air poliution, water
pollution, deforestation, Industrial waste water pollution, accidents
Disaster Management- Effect to migrate natural disaster at national and
global levels. International strategy for disaster reduction Concept of
disaster management, national disaster management framework.
financial arrangements; role of NGOs, community ~based organizations
and media. Armed forces in disaster response; Disaster response;
Police and other organizations

Suggested Readings

1. Agarwal KC,, Environmental Biology, Nidi Publications, Bikaner, 2001

2 Bharucha Erach. 2005. Text Book of Environmental Studies for
Undergraduate Courses, University Grants Commission, University
Press, Hyderabad.

3 Chary Manohar and Jaya Ram Reddy. 2004. Principles of
Environmental Studies, BS Publishers, Hyderabad

4. Chaudhary, B.L and Jitendra Pandey: Environmental Studies, Apex
Publishing House, Udaipur, 2005

5 Climate Change 1995 Adaptation and mitigation of climate change-
Scientific Technical Analysis Cambridge Universty Press, Cambridge.

6. Gupta P.K 2004, Methods in Environmental Analysis — Water. Soll
and Air. Agro bios, Jodhpur

7. Husain Majid. 2013, Environment and Ecology: Biodiversity, Climate
Change and Disaster Management, online book.

8. Jhadav, H. & Bhosale, V.M Environmental Protection & Laws,
Himalaya Pub. House, Delhi

9. Kaul SN, Ashuthosh Gautam 2002. Water and Waste Water
Analysis, Days Publishing House, Delhi

M

WM"-N“ A K Datta. Waste Water Treatment Oxford & IBH

3P 2003, Introduction to Environment Science, Lakshmi

12 Sharma B K, Environmental Chemistry, Goel Publishing House, Meenut
‘ Sharms. R K. & Sharma, G 2005, Natural Disaster, APH Publishing
e New Deih!

Singh Pratap, N.S. Rathore and AN. Mathur
_ Studies. Himanshu Publications. Udaipur, 2004

15, Trivedi RK and P.K Goel, Introduction to Air Pollution, Techno
~ Science Publications

Environmental

BS 100C ENGINEERING CHEMISTRY
Cr.Hrs, 3(2+1)
LTP
Credit 2 0 1
Hours 2 0 2

Ogbomo At the end of the course, the student will be able to

! @l ‘Demonstrate knowledge of science behind common impurities

~__ inwater and methods to treat them

CO2 Knowledge of methods to determine the calorific value of fuels,
. perform flue gas analysis and combustion analysis

-CO3 Apply the science for understanding corrosion and its prevention
‘CO4 Demonstrate a knowledge of superconducting and organic
-ty ‘m . u e materals

‘CO5 Knowledge of Kinetics of Reactions

yo = X Unit-l
Sources of water, common impurities. requisites of drinking water in
municipal water supply. Purfication of water, steriization, break point
chionation, Hardness, determination of hardness by Compiexometric
TA) method, degree of hardness, Boder troubles, carry over corrosion,
Slidge and scale formation. Caustic embritiement, cause of boser troubles
Unit-ll

Classification of fuels, solid fuels, Proximate and Ultimate analysis of
coal, signific of constituents, theoretical method for calculabon of
Gross and net calorific values. Liquid fuels-Petroleum origin, Refining of

“eDISUM, Knocking, octane number, anti-knocking agents. Flue gas
analysis by Orsat-Apparatus. Caiculations based on combustion

= | Unit-il
Corrosion. Definition and its significance, Dry and Wet thecries of
810 Cathodic & Anodic protection of corrasion, types of corrosion,

s SHIESling corrosion
M:Mwmnm Introduction, Properties and Applications of
Super ( , Organic electronic materials, Fullerenes
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Unit-Iv
Chemical Kinetics. Order and Molecuiarity of reaction, first and second
order reaction, Derivation of equations for first and second order reaction,
determination of order of reaction, Energy of activation and Arrhenius
equations, Numerical of first and second order reactions

Engineering Chemistry Practicals

1 Determination of viscosity of a liquid.

Estimation of free chiorine in a water sampie

Determination of temporary and permanent hardness by
EDTA method

Determination of Copper Sulphate iodometrically

Estimation of Potassium dichromate iodometrically

Determination of purity of Ferrous Ammonium Sulphate (Mohr's
Salt) using Potassium anganate

Estimation of available chiorine in Bleaching Powder sample
Analysis of Brass.

Dctarmination of Strength of Ferrous Ammonium Sulphate (FAS)
using Potassium Ferricyanide as an external indicator

10.  Analysis of Common Salt

Text Books/References

1 Jain and Jain, Engineering Chemistry, Dhanpat Rai Publishing
Company (P) Ltd., New Deihi.

2 Jain and Gupta. A Text Book of Engineering Chemistry, Jaipur
Publishing House, Jaipur

dms wN

©m~

3 B.K Sharma Engg Chemistry (General), Krishna Prakashan
Media (P) Ltd., Merrut.
4SS Dara A Text Book of Engineering Chemistry, S. Chand &
Co., New Deini
5 MM Uppal A Text Book of Engineering Chemistry, Khanna
Publishers, New Delhi,
6. S.S. Dara. A Text Book on Experiments and Calculations in Engg
Chemistry, S. Chand & Co,, New Delhi
7 Ameta and Yasmin. Practical Enginearing Chemistry, Himanshu
Publications, New Delhi,
EC 100 ELECTRONICS AND INSTRUMENTATION
Cr.Hrs. 3(2+1)
LTP
Credit 2 0 1
Hours 2 0 1
Course outcome

In this course students will be able to develop understanding of various
electronic devices and circuits commonly used in engineering
applications. The subject will aiso impart knowledge about working
principle and hands on practice of common electronic instruments used
in engineering applications
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Unit-l
ts. Construction and characteristics of various types
resistors, capacitors & inductors for electronic circuits, color coding of
?gfsm Semiconductor Devices: Basic theory of semiconductors,
and characteristics of PN diode, Zener diode, photodiode,
LED, BJT & JFET.

Passive

Unit-ll
J Zipolar Junction Transistor. Intreduction to BJT biasing circuits, Basic
concept of class-A, class-B, class-AB, class-C amplifiers
Power supply: Rectifier circuits and fiters Concept of voltage
regulators, Zener diode voltage regulators, Transistor series regulator.

Unit-i
Feedback & Oscillators: Concept of positive and negative feedback
Introduction to Oscillators. Barkhausen criteria. Working principle of
RC- phase shift, Wien bridge, Hartley, Colpitts and Crystal Oscillators

Unit-IV
Transducers: Active and Passive transducers. Working principle of
Thermocouple, LVDT, Strain Gauge and Techo Generator,
Instrumentation: Introduction to dala acquisition system. Working
principle of Electronic Multimeter, Cathcde Ray Oscilloscope, Digital
Storage Oscilioscope and Spectrum Analyzer

LIST OF PRACTICAL EXPERIMENTS

1. Identification and testing of different types of passive and active
electronic components: Resistors, Capacitors, Inductors,
Diodes, Transistors

2 Plot the V-| characteristics in forward and reverse bias mode for

{a) PN junction dicde
(b) ZENER dicde and find the cut-in and breakdown voltage

_ respectively
3 Plot the V-1 characteristics of LED dicde in forward bias mode
and find the glow voltage
a Determine the RM S value of cutput voltage and check the
waveform on CRO for

(a) Half wave rectifier with and without filter
(b) Full wave centre tapped rectifier with and without filter
é gﬁ)’t Full wave bridge rectifier with and without filter.
2 the input and output characteristics for two configurations of
iransistors: ‘

(8) NPN/PNP transistor in CE configuration
(b) NPN/PNP transistor in CB configuration

6. Determine both theoreticall
y and practically the freque of
g oscillation for R-C Phase shift Oscilloscope 4 ncy
- ing the output voltage of an amplifier- (a) with feedback
8 (b) without feedback
" Study and perform basic measurement of Digital Multi Meter

37



9 Study and perform basic measurement of Cathode Ray
Oscilloscope/Digital Storage Oscilloscope.
10 Study of Spectrum Analyzer and perform basic measurements

NOTE: The actual number of experiments may be more than the
above mentioned list.

Text Books/References

Miliman and Halkias. Integrated electronics, McGraw Hill

W.D. Cooper. Elecironics Instrumentation and Measurement, PHI
ML Gupta Electrical Engineering Materials

Melvin. Principles of Electronics

John D Ryder. Electronics Fundamentals

MhWN -

CS 100 INTRODUCTION TO COMPUTER PROGRAMMING
AND DATA STRUCTURE
Cr.Hrs, 3(2+1)
TP
Credit 2 0 1
Hours 2 0 2
Course Outcome: At the end of the course, the student will be able to:

CO1  Understand the basic building blocks of a computer

CO2 Leam the data types and syntax of C language

CO3 Write, comple and execute programs in C language for
solving engineanng problems

CO4 Demonstrale capabilily to choose appropnate type of data
structures and perform operations on them

Unit-1
Computer Fundamentals: History of computers; Organization of
computers, input unit, output unit, storage unit, central processing unit,
CPU operation, Memory subsystem- RAM, ROM, Cache memory
instruction execution cycle, Introduction to binary (Base-2) numbers.

Unit-ll
Basics of programming in C: Constants, variables, data types, operators and
expressions, input and output operations, decision making & branching- if-
else, switch statement, decision making & looping- Arrays

Unit-itt
Character arrays & strings, user defined function, structures & unions,
pointer management, dynamic memory aliocation

Unit=Iv
Introduction to Data Structures Introduction to lnear amays &
representation of linear array In memory, traversing, insertion & deletion in
linear amrays, Bubble sont. Linear & Binary search, Introducton to basc
operations of stack such as push, pop, basic operation of queue such as
insert, delete, basic operations of Inked list such as traverse, insert, delete
A8

List of experiments/practicals

1. Write a C program to exhibit the use of various operators.
White a C program 1o exhibit the use of f-else, swich in decssion making
Wiite a C program fo exhit the use of vanous loops and control statements
Wiite @ C program to exhibit the use of arrays, strings and pointers
Write a C program to exhibit use of user defined functions, call by
value, call by reference and recursion
Wirite a C program to exhibit vanous storage classes
Write a C program to exhibit the use of structure, union and
dynamic memory allocation
Write a C program to implement bubble sorting and searching
algorithms (linear search, binary search)
Wiie a C program o exhibit stack and queue and their vanous operations
Write @ C program to understand singly linked list and its various
operations (traverse, Insert, delete)
11. The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher

Text Books/References

1. E Balagurusamy. “Programming in ANSI C", Tata McGraw Hill

2. Kemighan and Ritchie. “The C Programming language”, Prentice Hall

3. PK Sinha & P. Sinha. "Computer Fundamentals”, BPB Publication

4. Seymour Lipschutz. “Data Structure”, Schaum's outline series,
McGraw Hill

N oapN
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BS100E COMMUNICATION SKILLS AND PERSONALITY
DEVELOPMENT
Cr.Hrs, 3(2+
LT
Credit 2 0
Hours 2 0
Course Outcome: At the end of the course, the student will be able to;
Understand basic grammar principles and be able to synthesise
and transform sentences g
Write CVs, letters for job application, complaints and emaits
Prepare technical reports and short essays
Leam phonetic symbols and use comect sound. stress and intonation
Learn basic do's and don'ts of an interview
Show enhance communication ability in English

ggge &

Ccos
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Unit-l

Use of articles, Common Errors in English, Prepositions, Tenses,
Concord, Narration and Voice
Unit-ll

E-mail Writing, Report Writing, Preparation of C.V And Resume Writing
Memo and Notice Writing
Unit-ll

Personality Traits, Skills for a good Leader, Effective Time Management
Techniques, Seminar, Conference and Group Discussion.

Unit-IV
Communication, Process of Communication, Types of Communication
Barriers of Communication and Effective Communication.

PRACTICAL

Phonetic, Consonants, Vowels, Diphthongs, Homonyms and
Homophones, Conducting Mock Interviews and Mock Gds, One - Word
Substitutes, Synonyms and Antonyms, dioms and Phrases

SUGGESTED READINGS
1. Language in Use Upper intermediate Level, Adran Doff
Christopher Jones, Cambridge University Press

2 Common Errors in English, Abul Hashem, Ramesh Publishing
House, New Delhi.

3 A Practical Course for Developing Writing Skifis in English, J K
Gangal, PHI Leaming Pvt. Ltd., New Delhi

4  Thomson and martin (1997), A Practical English Grammar
Exercise Book, Vol. land Il, O.U.P. Publication.

5 Spoken English for India, RK Bansal & J.B. Harrison, Orient
Longman, Delhi

6. The sounds of English, Veena Kumar, Makaav Educational
Software, New Delhi

7 English Phonetics & Phonology, P. Roach, Cambridge University
Press, London

8 The Written Word, Vandana R. Singh, Oxford University Press
(New Delhi).

9. English for Engineers, Made Easy, Aeda Abidi & Ritu Chaudhary.
Cengage Leamning, (New Deihi)

10. Danie! Coleman, Emational Intelligence, Bantam Book, 2006
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FIRST YEAR B.TECH. (Il SEMESTER)

BS 121 MATHEMATICS - Il

Cr.Hrs. 3(3+0)
LT P

Credit 3 0 0
Hours 3 0 0

Course Outcome: At the end of the course, the student will be abie to:
CO1 Show knowledge of vector calculus and its applications in
engineering.

Solve second order differential equations for application In
their field of engineering

Solve partial differential equations of first order and higher
orders (with constant coefficients)

Solve simultaneous equations by matnx methods.
Determine eigenvalues and esgenvectors
Diaganalise a matrix and invert a matrix.

co2
co3

COo4
(ole )
Cco6

Unitl
Vectors Calcwlus' Scalar and Vector field, Ddferentiation of vector
functions, Gradient, Divergence, Curl and Differential Operator,
Integration of vector functions, Line, Surface and volume Integrals,
Green's Theorem in a Plane, Gauss's and Stoke's Theorem (without
ptoon. and their Applications

Unit-ll
Differential Equations: Second Order Ordinary Differential Equations
with Variables Coefficients, Exact Forms, Part of Complimentary
Function is known, Change of Dependent Variable, Change of
Independent Variable, Normal Forms, Method of Variation of Parameter.

Unit-1ll
Pa;r.u Differential Equations: Formation of partial differential
:qmbosﬂ‘: Partial Differential Equations of First Order, Lagrange's
i ndard Forms :i‘gher order linear partial differential equations

e Unitiv
frices: Rank of a matrix, Inverse of a matrix by elementary
Consistency and Solution of simultaneous linear

equations, Eigen values and E
igen vectors, Cayley-Hamilton theorem
(without proof), Diagonalization of matrix !
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Text Books/References

1. Guar, YN and Koul, C| (2013) Engingering Mathematics, Vols. | & |,
Jaipur Pubishing House, Jaipur

2. Babu Ram (2011) Engneering Mathematcs-l, Pearson Education, India

3. BV Ramana (2012) Higher Engineenng Mathematcs, Tata McGraw
Hill, India

4. JL Bansal and H.S. Dhami (2012) Differential Equations, Volis. | & I,
Jaipur Publshing House, Jaipur

5. M Ray and Chaturvedi, A Text Book of Differential Equations, Student
Friend & Co. Publisher, Agra.

6. Rao V. Dukkipali (2012) Engineering Mathematics, New Age
International (P) Ltd., New Delhi

CE 122 CIVIL ENGINEERING

Cr.Hrs, 2(1+1)

LT P
Credit 1 0 1
Hours 1 0 2

Course Outcome: At the end of the course, the student will be able to

CO1  Demonstrate knowledge of various surveying methods.

CO2 Conduct a chain survey

CO3 Conduct a compass survey

CO4  Conduct leveling survey and be able to do RL calculations.
CO5 Demonstrate knowledge of properties of various building materials

(A) SURVEYING AND LEVELING

Unit-1
Principle and purpose of plane surveying
Chain Surveying: Instrument for chaining, Direct & indirect ranging.
Methods of chain along plane & sloping ground, Base line, check line,
Tie line, Offset, Chain angle & recording in field book.
Compass Surveying' True & Magnetic meridian, whole circle bearing &
quadrantal bearing system, construction & use of Prismatic & Surveyor
Compass, Local attraction
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Unit-ll

and laveling: Definition of various terms used in leveling Types of
> mmd their uses. Construction and use of Dumpy and Tilting
svels, Leveling staves. Temporary adjustment of Dumpy level Simple,
leveling, fly leveling, longitudinal and cross sectioning,

leveling. Determination of level by line of collimation

i

iiﬁ

o

tting of profile
“and rise and fall method, Arithmetical checks. Level book and record
ng. leveiing

difficulties and errors in leveling

!

) BUILDING MATERIAL

]

Unit-it
‘Stones: Different types, properties of good building stones, common

testing of siones, Dressing of stones and use of stanes in construction

Bricks: Types. raw materials, identification, composition Properties and
uses of ordinary bricks, fire resistant and chemical resistant bricks.

Limes: Definibion, sources of ime. siaking of lime. ISI classification of lime
Unit-lv

Cement: Chemical composition, types of cement. properties, uses and

tests on cement

Mortars: Proportioning, properties of ingredients and use of lime,

cement and gauge mortars

Cement Concrete: Ingredents, common proportions, properties of fresh

mmemmemmno.amngandwmaﬁmdmm

1. Study of accessories used in measurement of distances
2. Ranging Direct and indirect and use of chain and tape
3 Chining along sloping ground.

4 Chain surveying, field book recording and taking offsets for
location details i

5. Study of prismatic and surveying compass and taking bearings

6. MdDmmy level, temporary adjustment and R.L calculations.
7. Study of Titing leve!, temporary adjustment and R L. calculations.

8 Simply and differential leveling operation, record in level book.
practice for staff reading line of collimation and Rise and fall
method calculations.

9. L-section and cross sectioning, fly leveling operation
10 Piotting of working profile.
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Text Books/References
1 S.C. Rangwala. Engineering Materials, Charotar Book Stall, Anand

2 B.C. Punmiya Surveying & Field Work (Vol 1), Laxmi publications,

New Delhi

ME 123 MACHINE DRAWING - |

Cr.Hrs. 1(0+1)

LT P
Credit 0 0 1
Hours 0 0 3

Course Outcome: At the end of the course, the student will be able to:
CO1  Introduction to BIS codes.
€02 Introduction to Orthographic Projection
CO3  How to draw the missing views and Sectional Views
CO4  Knowledge about Riveted and Welded Joints, Screw Fastenings.

CO5 Knowledge of conventional representation of threads, different
types of lock nuts, studs, machine SCrews, cap screws and
wood screws.

Intreduction. conventional representation of different materials used in
machine drawing, Introduction to BIS codes.

Orthographic Projection. First and third angle methods of projection.
Preparation of working drawing from models and isometric views.
Drawing of missing views

Dimensioning. Different methods of dimensioning,

Sectional Views: Concept of sectioning. Revoived and oblique section
Sectional drawing of simple machine parts,
Riveted and Welded Joints: Types of rivet heads and riveted joints

Processes for producing leak proof joints. Symbols for different types of
weided joints.

Screw Fastenings: Nomenclature, thread profiles, multi start threads, left
and right hand threads. Square headed and hexagonal nuts and bolts
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Conventional representation of threads Different types of lock nuts,
studs, machine Screws, cap screws and wood screws. Foundation bolts

Different types of joints: Knuckie joint, cotter joint and universal joint.

Text Books/References

1. ND. Bhatt. Machine Drawing, Charotar Book Stall, Anand

2 V. Laxminarayan and ML Mathur. A Text Book of Machine
Drawing, Jain Brothers, New Delhi

3. PS Gill Machine Drawing, S K Kataria & Sons, New Delhi

ME 124 WORKSHOP TECHNOLOGY

Cr.Hrs. 3(2+1)

LT P
Credit 2 0 1
Hours 2 0 3
Course Outcome: At the end of the course. the student will be able to

COf: Understand weiding principles, equipment and tools of arc, gas
and resistance welding, brazing and soldering.

CO2: Describe construction, operations and tools of lathe, shaper and
drilling machines

CO3:  Understand basic hot and cold forming operations.

Demonstrate knowledge of types of patterns, cores, moulding
$ands and tools.

Understand sand, permanent mould and investments castings
and casting defects.

£

2

Unit-1

Weiding: Introduction to types of welding, Principle of Electric arc
Wwelding, welding tools and safety devices, welding positions, welding
foints, types of weids, Resistance welding, Oxyacetylene gas welding,
types of flames, Soldering and Brazing
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Unit-ll

Lathes' Constructional detalis of centre lathe, Main operations and tools
used on centre lathes

Shaper Types of shapers, Constructional details of standard shaper,
shaper tools and main operations

Unit-il!

Drilling Machines: Types of drilling machines, Constructional details of
pillar type and radial drilling machines, Main operations, Twist drills, dnll
angles and sizes.

Forming: Basic descriptions and applications of hot and cold working
processes, forging, bending, sheanng, drawing and forming operations

Measurement and Inspections: Classification of measuring instruments,
linear & angular measurement, comparators
Unit-iV

Foundry & Casting Practice: introduction, types of patttemns, mouldings,
moulding Materials, cores, moulding tools and equipments. Moulding
sands, properties of moulding sands. Casting defects

Casting methods: Permanent mould casting, investment casting

Practicals

Practical exercises on welding, pattern making, foundry and machining
operations

Text Books/References

1 Mathur. Mehta and Tiwari. Elements of Mechanical Engineering,
Jain Brothers, New Delhi

2 S K Hajra Choudhury and A K Hajra Choudhury. Elements of
Workshop Technology (Vol. | and 1l), Media promoters &
Publishers Pvt. Ltd , Bombay
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SECOND YEAR B.TECH. (Il SEMESTER)
BS 211 (All Branches) MATHEMATICS - 11l
Cr.Hrs. 3(3+0)

LT P
Credit 3 0 0
Hours 3 0 0

Course Outcome: At the end of the course, the student will be able to:
Understand Finite differences, various difference operators and
their relationships, factorial notation
Use of numerical methods in medem scientific computing
Find the Inverse Laplace Transform By Partial Fractions
Use the Laplace Transform to solve differential equation with
constant coefficients
Numerically integrate any function by Trapezoidal and

- Simpson's rule

Unit-l
Interpolation: Finite differences, various difference operators and their
tionsh factorial notation. Interpolation with equal intervals,
Newton's forward and backward interpolation formulae, Lagrange's
interpolation formuta for unequal intervals.

Unit-ll
Gauss forward and backward interpolation formulae, Stiring's and
Bessel's central difference interpolation formulae.
Numerical Differentiation: Numerical differentiation based on Newton's
forward and backward, Gauss forward and backward interpolation formulae.

’ Unit-ill
Numerical Integration: Numerical  in! tio

Ve, ui tegration by Trapezoidal,
W Solutions of Ordinary Differential Equations: Picard's method,
aylor's series method, Eulers method, modified Euler's method,
Runge-Kutta methods.

ey Unit-ivV

Laplace Transform: Laplace transforms of elementary functions, Basic
""‘9"“" of Laplace transform; Initial value theorem, final value
"""""":dApMm i i
differential eq of Laplace transform to solve ordinary
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Text Books/References

1 HC. Saxena Text Book of Finte Differences and Numencal
Analysis, S. Chand and Co

2. MK Jain, SRK lyengar and R.K Jain. Numerical Methods
for Scientific and Engineering computation, New Age
International (P) Ltd

3 N.P. Bali and Manish Goyal A Text book of Engneering
« Mathematics, Laxmi Publication Pvt. Ltd., New Delhi (VII Edition)

4 SP Goyal and AK Goyal Integral Transforms, Jaipur Publishing
House, Jaipur

CS 211 DIGITAL LOGIC DESIGN
Cr.Hrs. 4(3+1)
LT P

Credit 3 0 1
Hours 3 0 2

Course Outcome: At the end of the course the student will be able to:

CO1 Demonstrate the principles of number system, binary codes
and Boolean algebra to minimize logic expressions

cO2 Analyze and design combinational circuits using standard
gates and minimization methods

COo3 Efficiently optimize and minimize logic function using k-maps.

COo4 Design common digital circut such as - decoders,
multiplexers, encoder, demultiplexer etc

COs Analyze and design sequential circuit such as flip-flops,

counters, registers etc.

Unit -1

Computer Number Systems and Codes. Number Systems and their

conversion, Negative Numbers representation, Codes, Binary Coded

Decimal number(BCD), Excess-3 BCD Code, Gray Codes representation
48

Logic families: Characteristics of digital ICs, Diode-Transistor Logic (DTL)
Transistor- Transistor Logic (TTL) TTL output structures: Totem pole
output, Darlington Output, Open-Collector Outputs. Wired Logic, Tri-State
Logic, Emitter-Coupled Logic, Metal-Oxide Semiconductor (MOS) Logic,
Complementary metal oxide semiconductor (CMOS) Logic.

Unit- Il =

Logical Operations, Logic Gates, and Boolean Algebra. Truth Table,
Logical Operations and logic gates, Logic Circults, Realizing Circults
From Boolean Expressions, Derived Logical Functions and Gates. The
NAND Gate, The NOR Gate, he Exclusive-OR or XOR Gate, The
Exclusive-NOR, or XNOR Gate, Boolean Algebra, Boolean Algebra
Theorems, De Morgan's Theorems, Duality Theorem, Universal Gates,
Deriving the XOR Function, Reducing Boolean Expressions by
Algebraic reduction.
Unit- Il

Principles of Combinational Logic Circuits: Minterm and Maxterm
designations, Canonical Forms, Karnaugh Map: Karnaugh Map upto
six variables. Prime implicant (Pl), Essential Prime implicant (EPI),
Simplification of Boolean expressions using K-map in POS and SOP
form, Incompletely Specified Functions (Don't Care Terms), Quine-
Wty Minimization Method, Mixed (Buble) logic Combinational
Circuits.  Anthmetic Circuits:  Adders, Subtractor, 2-bit Full-
Adder/Subtractor, Binary Parallel Adder, BCD Adder, Multiplier, Digital
comparator, Decoders, Encoders, Priority Encoder, Multiplexers,
Implementation of Boalean Function with Multipixer, Demultiplexer

Unit-Iv

Sequential Logic Circuis: Latches, Flip-flops: SR(Set-Reset) Flip-Flop,
Edge-Detector Circuits, Master-Slave S-R Flip-Flop, J-K flip-flop,
Master-Siave J.K Fiip-flop, D Flip-Flop, T Flip-flop, Conversions of flip-
flops. Mealy and Moore Machines. Counters: Asynchronous (Ripple)

Propagation Delay in Ripple Counter, Asynchronous

Counters with Mod Numbers S Desig
. Synchronous (Parallel) Counters, n
of Synchranous Counter.

m‘wmmmwwmum Parallel- in/serial- out,
infparallel- out, Bi-directional shift ister, Shift-registers
MM_MOWM) reg counters
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l Practicals: List of experiments / practicals _ q
) Introduction to the unix operating system, vi editor, unix file system and
‘ r 1. To design and implement various basic logic gates. girectory structure. Basic unix commands: who, tty, uname, passwd,
2. Toimplement and verify various derived and universal logic gates. pws. w' mkdir, rmdir, Is, cat, cp, m, mv. more, Ip. File attributes
1 3. Tolimplement and verify De-Morgan's theorems. concepls and related commands: Is-, Is —d, chmod, chown, chgrp,
| 4. Toimplement and verify Adder circuits chmode, In. Processes concepts and related commands. sh, ps, kill,
5. Toimplement and verify 4 bit digital comparator. ‘cron. Electronic mail and related commands. write mesg, mall, finger,
6. Toimplement and verify Sequential Logic Circuits pine. Shell programming concepts, environment variables, simple
[ B 7. Toimplement and verify Priority Encoder/decoder circuit pourne shell programming, .profile file and other startup scripts
8 Toimplement and verify Ripple counter circuit. -
‘ 9. Toimplement and verify various multiplexer/demuiltiplexer circuits. List of experiments / practicals
[ ( 10. To realize and verify a decoder circuit using basic gates. To study i editor and its commands.
’ [ 11. The list of experimental mentioned above can be augmented based B Unix commands & xhibiting machine detalls
il 1|1 | o he requirsment by Whe Sbject iescher: Execute Unix commands for performing arithmetic calculations
1 Toxt Books/References Perform various directory related Unix commands.

Execute Unix commands based on file concepts and its attributes.
Execute Unix commands for different users and groups
Execute Unix commands for communication primitives
Execute Unix commands for process related concepts
Write shell scripts exhibiting the use of environment variables.

10. Write shell scripts exhibiting the use of different operators.

11. Wirite shell scripts exhibiting various conditional constructs.
CS 212 UNIX AND SHELL PROGRAMMING LAB EPRARAIIY &t oschibiting various looping constructs

Cr.Hrs. 2(0+2) 13. Write shell scripts to exhibit string handiing.

14, Write shell scripts to exhibit file handling

| 1. Singh. Dharm. Introduction to Digital Logic Design, Yash
Publication House, Bikaner.

‘ - M. Morris Mano. Digital Logic and Computer Design, Prentice-
| | Hall of India Pvt. Ltd, New Delhi

©® NG A LN -

. Credit 5' : ‘; 15, Create a * profile” script 1o customize the user environment,
il Hours 0 1 4 16, The list of experimental mentioned above can be augmentad based
on the requirement by the subject teacher
Course Outcome: At the end of the course the student will be able to: g y
Te
| CO1  Understand the basics of unix operating system, vi editor, unix ©oxt Books/References
l {’F file system and directory structure 1. G Mark Sobell. Practical Guide to Solaris, Pearson Education Asia.
‘ CO2  Understand, apply and practice various unix commands in the ; :
‘ : categories of file, processes and email. 2 H'M Kenneth. etal Unix Complete Reference, TMH, New Delhi
T;, CO3  Understand and practice shell programming to develop shell 3 Sumitabha Das. Unix Concepts and Applications, TMH, New Dethi
(i scripts
CO4  Evaluate environment variables and startup scripts for
l bourne shell.

30




*  ©S213 OBJECT ORIENTED PROGRAMMING WITH C ++
Cr.Hrs. 65(3+2)

LY P
Credit 3 0 2
Hours 3 0 4

Course outcome: At the end of the course, the student will be able to:

cOo1 Modularize computing problems into classes, objects and
functions for implementing OOPs concepts.

Design, develop and analyze C++ programs with various
concepts and constructs of OOP such as constructors,
destructors, polymorphism, inheritance etc

Demonstrate the ability to model simple data structures fike
arrays, strings, finked lists etc with efficiency using suitable
memory allocation concepts

Apply various advance features of C++ such as exception
tes, built-in Standard Template Library, /O
streams etc. for making the program more organized, reusable
and user-friendly.

Analyze a given programming problem and design its
corresponding object-oriented programming solutions.

co2
co3

Co4

cos

Unit -l

Concept of Object Oriented Programming, Objects Classes
Encapsulation, Inheritance, Polymorphism. C/C++. C++ core language
Program structure, Functions. Primitive Data types, Variables, Header
and Pre-Processor Directives, cin, cout, jomanip.h. for, while, do-while
loops, if, f-else, nested if-eise, switch, logical and, o and not operators,

definitions,
arguments, Inline functions, Automatic, external, static, variables. Cons!
function arguments. Structures, Defining, Accessing Members, Structure
within Structure, Class, Classes and Objects, Objects as Data Types.

Unit- 1l

Constructors, Overloading, Copy Constructors, Objects and Memory
ums,mmdmouewammmmms.mw
ar\dsmngs.mraysaspmmmwmmm.c"svmaass

i ic, ical, Assignment. Pointers, pointe/
to void, pointers and arays, pointers and functions, new and deletd
opemwmubob)w.myofpoimtom,AUnmw
example, Pointers to pointers.
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|nhertance, v :
constructors, Overriding member functions, Class Hierarchies, Multiple

Dynamic Type Information

“w,owwn.loweamdasses,mmm.oiskllom

and projects, _
List using templates. Introducton to Standard Template Library.
Practicals: List of experiments / practicals

1

NG LN

o
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10, Write C++ programs to implement stack and queue using dynamic
11. Write C++ programs to exhibit the uses of binary search tree using

12. Wite C++ programs to exhibit the uses of exception handling.
13. Write C++ programs to exhibit the uses of templates, linked list

14. Write C++ programs to exhibit the uses of complie time
15. Write C++ programs to exhibit the uses of run time polymorphism

16. The list of experimental mentioned above can be augmented based

Write C++ programs to exhibit the uses of copy constructor

_ Wite C++ programs to exhibit the uses of pointers

Unit - It
Derived class and base ciasses, Derived class

~ Virtual Functions, Friend Functions, Static functions,

Unit - IV

file pointers, overioading cin, cout operators, multi file programs
Exceptions, Exceptions with arguments, Templates, Linked

Writa C++ programs to exhibit the uses of classes, objects, static
member functicn and array of objects
Write C++ programs to exhibit the uses of friend functions

Write C++ programs to exhibit the uses of operator overloading.
Write C++ programs to exhibit the uses of Inheritance.

Write C++ programs to exhibit the uses of data conversion between
objects of different classes. A

Wiite C++ programs to exhibit the uses of ios and input output
operations on files

Wirite C++ programs to implement stack, queue, circular queue and
linked list using classes and objects

memory allocation

classes

using templates and overloading.

using virtual function.

on the requirement by the subject teacher,
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Text Books/References

1 Bjame Stroustrup, The C++ Programming Language, Addison-
Wesley, Third Edition,

2. Robert Lafore. Object Oriented Programming with C++,
Techmedia Publications.

CS 214 PRINCIPLES OF PROGRAMMING LANGUAGES
Cr.Hrs. 3(3+0)

LT P
Credit 3 0 0
Hours 3 1 0

Course outcome: At the end of the course, the student will be able to

CO1 Understand the fundamental concepts of different programming
languages & the various tradeoffs between language design and
implementation.

CO2 Demonstrate the semantic issues associated with function

implementations, variable binding, scoping rules, parameter passing

and exception handling for different programming languages

Understand and analyze different programming paradigms

such as principles of imperative, object- oriented, functional and

logic programming

Understand and Implement different parameter passing

mechanisms and return semantics for subprogram calis and

analyze its stack implementation,

Cos

Unit-1

Language Design Issues. why study programming languages? Brief
history and featufes. Good programming languages Programming
environment. Impact of Machine architecture; Operation of a computer
Virtual computers & binding times.

Unit -1l

Language Translation Issues: Programming language Syntax, Stages in
transiation. Elementary Data Types: Properties of type & objects, scalar
data types, composite data types.

Unit-iN

jon; structured data types, Abstract data types, Type definitions.
inhentance: Introduction, Polymorphism. Sequence control. Implict &
explicit sequence control, sequence control between statements

Unit -IvV

Subprogram control: Subprogram sequence control Attributes of data
control, parameter transmission, explicit common environment
Storage management: Elements requiring storage, programmer &
System controlled Storage, static storage management, heap
storage management. Brief overview of C and C++ languages

Text Books/References

1. T.W. Pratt. Programming Languages ' Design and Impiementation,
Prentice Hall

2. Ghezzi Carlo & M. Jizayen Programming Language Concepts,
John Wiley & Sons

3. Ravi Sethi. Programming Languages Concepts and Constructs,
Addison Wesley.

EE 212 (EE, CS) ELECTRICAL MEASUREMENT AND
INSTRUMENTS

Cr.Hrs. 3(3+1)

| B9 &% -
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

Ability to comprehend for the measurement of circuit quantities.
Capacity to dea! with minimization of errors in measurement

Capacity for understanding of most useful techniques in a
Particular case of measurement

Ability 1o understand electronic instruments and retated losses
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Unit-l

Measuring Instruments: Principie of operation, construction detail, torque
equation, scale shape, uses and error in Moving iron, Electrodynamics
and induction instruments for the measurement of voltage, current, power
and energy.

Galvanometers: D'Arsonval, Vibration and Ballistic galvanometers,
Dynamic equation of motion and its solution for various conditions,
Relative damping, logarithmic decrement and galvanometer sensitivities

' Unit-tl
Potentiometers: Theory of operation and construction of D.C. and A.C
potentiometers (polar and coordinate type), Their standardization
and applications.

Measurements of Resistance: Methods of measurement of medium, low
and high resistances, three and four terminal type resistance, Kelvin's
double bridge, Price's guard wire and Loss of charge method.

Unit-lll

A.C. Bridges-Four arm A.C. Bridge for the measurement of inductance.
capacitance, quality and dissipation factor. Screening, Wagner earthing

Instrument Transformers. Theory and construction of current and
potential transformers, Ratio and phase angle errors and their
minimization, effects of variation of power factor, secondary burden and
frequency on errors, Testing of CTs and PTs.

Unit-Iv

Magnetic Measurements-Determination of B-H curve and hysteresis loop of
ring and bar specimens, Measurement and separation of iron losses.

Electronic Instruments-Transistor voltmeter, TVM using FET in input
stage, Digital voltmeters: Ramp type, integrated type, Measurement of
time, phase and frequency using digital counters, Principle and working
of cathode ray oscilloscope.

Wave analyzers: Frequency selective and heterodyne wave analyzers
and its applications.

Practicals : Lab experiments based on theory
56

Text Books/References

1. AK Sawhney. Electrical & Electronics Measurements &
Instrumentation. Dhanpat Ral & Co.

H.S. Kalsl. Electronic Instrumentation
E.W.GoldinG. Electrical Measurements.

EC 219 (CS) ANALOG ELECTRONICS
Cr.Hrs, 3(2+1)

LY P
Credit 2 0 1
Hours 2 0 2

Course outcome: At the end of the course, the student will be able to:
To develop fundamental concepts of analog electronics

To enhance the knowledge of feedback concepts and their
effects on amplifier performance.

To master the basic ideas of power ampifiers and tuned amplifiers.
To understand the concept of oscillator using positive feedback
systems.

To develop an knowiedge of operational amplifier and various
analog computation using operational amplifiers

Unit-1

Response of Transistor Amplifier Review of biasing, classification of
amplifiers, distortion in amplifiers, frequency & phase response of an
amplifier, cascaded amplifiers responses, transistors model at high
frequencies for CE and Emitter follower configuration, high frequency
Tesponse of two cascaded CE transistor stages.

Unit- 1l
Feedback Amplifier. Classification of ampifier, feedback concept,
.m characteristics of negative feedback amplifiers, analysis of a
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feedback amplifier, various types of feedback and their effects on
amplifier performance,

Unit - i

Power Amplifiers: Class A large signal amplifier, second and higher
harmonic  distortion, transformer coupled ampifiers Efficiency of
amplifiers, Push-pull amplifiers (Class A & Class B). Tuned Amplifiers
Single tuned Capacitively coupled amplifier & its steady state response
determination of Gain, Band width product. Tapped tuned, inductivity
Caupled single tuned.

Unit-Iv

Oscillator: Criteria of oscillations. sinusoidal oscillators, Hartley, Colpits
Wains bridge, Phase shift. General form of oscillators, crystal oscillator
frequency stability. Operational Amplifiers: Basic op-amp, differential
amplifier, IC Op-amp & its characteristics, Linear applications of IC Op-
amp, Inventor, Adder, Intergrator, Differentiator, Analog computation

Practicals: Lab expefiments based on theory

Text Books/References
1. Millman & Halkias, Integrated Electronics, McGraw Hill publication.

2. Alley & Ahwood, Engineering Electronics, John Wiley & Sons Inc,
Newyork London

SECOND YEAR B.TECH. (IV SEMESTER)

BS 222 (CS) DISCRETE MATHEMATICAL STRUCTURE
Cr.Hrs, 3(3+0)

LT P
Credit 3 0 0
Hours 3 0 0

Course outcome: At the end of the course, the student will be able to:
Know Permutation, Combinations & logical operations
Understand properties of reiations & digraphs

Manipulate, represent the retation & digraphs on computer
Distinguish paths and circuits and about Boolean Alzebra
Know about group, semi groups. products and quotients of group.

82888

Unit- 1

Fundamentals Sets & Subsets, operation on sets. sequence, division in
the Integers, Matrices, mathematical structures, Logic: propostion &
logical operations, conditional statements, method of proof,
mathematical induction, Counting: Permutation, Combinations,
pigeonhole principle, elements of probability, recurrence relations

Unit- 1

Relations & Digraphs Product sets and partitions, relation & digraphs,
paths in relation & digraphs, properties of relations, equivalence relations.
computer representation of relation & digraphs, manipulation of relations,
transitive closure and Warshall's algorithm, Functions: Functions for
Computer science, permutation of functions, growth of functions

Unit- Il

Graphs, Eular paths & Circuits - Hamiltonian paths and circuits, coioring
9f3phs, Relations & Structures Partially ordered sets, extremal
elements of partially ordered sets, lattices, finite Boolean algebras,
Boolean functions as Boolean polynomials.

Unit- IV

Semigroups & groups. Binary operation, semigroups, products &
Quotients of semigroups, groups, products and quotients of group,
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Text Books/References

1. Koloman and Busby Discrete Mathematical Structures, P.H.I,
New Delhi

2. Trembley Manchar Discrete Mathematical Structure  With
Application to Computer Science, Tata McGraw Hill

3 S. Lipschutz and N.L. Lipson. Discrete Mathematics, 2™ Edition,
Tata Mc-Graw Hill Publication Co. Ltd.

cs 221 COMPUTER ORGANIZATION
Cr.Hrs. 3(3+0)

LTP
Credit 3 0 0
Hours 3 1 0

Course outcome: At the end of the course, the student will be able to:

COt Understand and analyze registers and register transfers
language and describe vanous arithmetic micro-operations.

CO2 Understand and analyze CPU organization, instruction formats
and different addressing modes.

CO3 Demonstrate and analyze the applicability of Arithmetic and
logic Algorithms for signed-unsigned numbers in addition to
basic organization of Micro-Programmed Controller

CO4 Understand & analyze memory organization, different types of
auxiliary memories, cache memory and Associative Memory
usage and design

COS5 Understand the /O organization and their interfacing with the
processor

CO6 Understand the basic concept of SIMD, MIMD, array & pipelined
architecture of processor design.

Unit-1
Register Transfer and Microoperations. Register Transfer Language,

Register Transfer, Bus and Memory transfers, Arithmetic
Microoperations,  Logic Microoperations, ~ Shift Microoperations,
Arithmetic Logic Shift unit.
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Unit- 1

gasic Organization: Instruction Codes, Computer Registers, Computer
|nstructions, Timing and Control, Instruction Cycle, Memory-Reference
|nstructions, Input-Output and Interrupt, Computer Operation

Unit -
Asithmetic-Logic Units: Basic design of combinational ALU and
] ALU, Pipeline Processing. Introduction, Pipelined
adder, multipliers
Unit- IV

Arithmetic.  Addition and Subtraction, Multiplication

ms, Division Algorithms Floating-Point Arithmetic Operations,

Decimal Arithmetic Unit (BCO Adder, BCD Subtraction), Decimal
Arithmetic Operations

Text Books/References
4. M Moris Mano Computer System Architecture, 3" ed,
Prentice Hall

J. P. Hayes Computer Architecture and Organization, 3" ed,
MeGraw Hill International edition

Andrew S. Tenenbaum Structured Computer Organization;
PHI, New Delhi

CS 222 DATA STRUCTURES
Cr.Hrs. 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

CO1 Understand and analyze the implementation and application of
basic data structures such as arrays and linked lists

€02 Evaluate and analyze the implementation and application of

various ADTs such as Stacks and Queues

CO3 Evaluate and analyze the implementation and application of tree
based data structures such as Binary Tree, BST, AVL Tree,
B-Tree, m-way search tree, efc.
E"m and analyze the implementation and application of
graph and hashing based data structure

[
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Unit -1
Concepts. Data Representation. Linear Lists, Formula based
representation, Linked List Representations, Circular and Doubly
Linked Lists, Indirect Addressing.

Unit- 1l
Stacks: Abstract Data Type, Derived Classes and Inheritance,
Formula based Representation, Linked Representation. Applications
Queves: Abstract Data type, Formula based Representation, Linked
List Representation.

Unit- Il
Trees: |Introduction, Binary Trees, Formula based and Linked
Representation of Binary Trees, Common Operation and Traversal,
Abstract Data Type BinaryTree. Priority Queues and Tournament Trees
Search Trees: Binary Search Tree, ADT (abstract Data Type)'s BSTree
and IndexedBSTree. AVL Trees. B-Trees, m-way tree search, B-Tree
order of m, Height, Searching, Insertion and deletion in B-Tree Node
Structure in B-Tree. Applications

Unit - IV
Graphs. Definitions and Applications. ADTs Graph and Disgraph
Graphs Iterators, Graph Search Methods. Skip Lists and hashing.
Dictionaries. Linear List Representation, Skip List Representation, Hash
Table Representation.

Practicals: List of experiments / practicals

1. Write a C++ Program to implement Linear Array- Insertion, Deletion,
Linear Search, and Binary Search

Write a C++ Program to implement various sorting algorithms.
Write @ C++ Program to implement Double stack using Array

Write a C++ Program to implement Linked List

Write a C++ rogram to implement Doubly Linked List

Write a C++ Program to implement Dynamic Array

Write a C++ Program to implement Circular linked list.

Write a C++ Program to implement Queue using circular array,
Write a C++ Program to implement circular queue using linked list
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10. Write a C++ Program to convert an infix expression to its equivalent
postfix expression

11, Write a C++ Program to check for balanced parenthesis

12. Write a C++ Program to implement binary tree

13. Write a C++ Program to implement binary search tree.

14, Write a C++ Program to implement Graph using Adjacency List and
Adjacency Matrix

15, Write a C++ Program to implement Depth First Search and Breadth
First Search traversal on a graph

16. The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher

Text Books/References

1. Sartaj Sahni. Data Structure, Algorithms and Applications in C++,
WCEB McGraw-Hill

EC 228 (CS) COMMUNICATION SYSTEMS
Cr.Hrs. 3(3+0)

LT P
Credit 3 0 0
Hours 3 1 0
Course outcome: At the end of the course, the student will be able to:
Understand the fundamenta concepts of communication systems.
Understand and compare different analog modulation schemes.
Understand and compare different digital modulation schemes.

Understand  the desi
ign  tradeoffs and performance of
communications systems.

MWWanmtm
e 63



Unit-1
Modulation of Signals: Principies of Analog modulation lechn?ques like
EM. PM, SSB8, Generation and Detection) Block schemabcs only)
Frequency Division Multiplexing and Time Division Multiplexing. Pulse
Modulation: Pulse transmission over Band limited signals, sampling
theory, PAM, DYE diagram.

Unit- 1l
Digital Communication: PCM, DPCM, DM ADM, companson of the abave
on the basis of criteria such as Dbit transmission, signaling rate, efror

probability, S/N ration, pandwidth requirement Digital Modulation
Techniques: Data transmission such as PSK. FSK. QPSK (QAM) MSK,

Inter system comparison.
Unit- il
Coding for communications: Information theory, Capacity, Shannon's

theoram, Source coding error control ceding Error detection and
correction, Block codes, Cyclic coder, Line code, Channel throughput

and efficiency

Modem: Principles of modems, function operation. Short and long
modems Digital modems, multiplexers, and concentrators.

Unit -1V

Broad View of Communication Channel: Transmission Line, Primary and
secondary line constant, telephone line and cabies_‘ Pub!»c ,sm
telephone network (Electronics). Fiber Optic Communication. Principles of
light communication in fiber, losses in fiber, dispersion, ﬁght sores and
detectors. Satellite Communications Orbits, satellite altitude, multiple

access method

Text Books/References

1. B.P.Lathi. Modern Digital Communication, Oxford,

2 Tube and Schilling, Introduction to Communication system,
McGraw Hill

3 R. Coolen. Electronic Communication, PHI.
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CS 224 MICROPROCESSORS: 8085 & 8086

Cr.Hrs. 4(3+1)

L 'EP
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

co1 Understand and demanstrate the architecture, instruction set
and addressing modes of 8085.

Understand and demonstrate the assembly language
programming for 8085,

Understand and demonstrate the architecture, modes and
timing diagrams of 8086

Understand and demonstrate the addressing modes, instruction
sets and assembly language programming of 8086.

g 8§ 8 8

Understand and demonstrate the Interrupt structure of 8086,

Unit -1

Introduction to Microprocessor, Internal architecture and pin
configuration of 80B5A, Interrupt system of BOB5A, Instruction Set of
BOBSA, Addressing modes of 8085A, 808SA timing diagrams, Assembly
language programming of 8085A: Simple program, Program with loop,
Counters and Time delays, Stack and Subroutines

Unit- Il
Intel 8086/8088 microprocessor family: Features, Architecture and
Programmer's Mode! of 8088/3088 microprecessor family. Latches
8282, Clock Generator 8284 and Transceivers 8286. 8086 family
minimum and maximum mode based minimum system. Timing diagram

for 8088 family, detailed study of maximum mode connection: study of
8288 bus controfler

Unit- Il

Rrogramming of 8086: Addressing Modes, Study of 8086 Instruction set,

language programming, Assembler Directives, Passing
Parameters to Procedure and Macros.
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Unit= IV

8086 interrupt structure Hardware, Software and Program Generated
interrupts in 8086 Response 10 interrupts. Interrupt Vector Table,
Interrupt Acknowledge machine cycle. 8259 PIC, its block diagram,
priority modes and interfacing with 8086

Practicals: List of experiments | practicals

1 Write 8085 assembly [anguage programs o implement s
addressing modes.

2. Write 8085 assembly language programs to implement arithmetic
and logical oberations.

3. Write B0B5 assembly language program to check the parity of a

given input number.

4 Write 8085 assembly language programs to implement
sorting/searching

5 Write 8086 assembly language programs 0 implement the basic
arithmetic and logical operations

6. \\rite 8086 assembly language programs 10 implement data transfer
instructions.

7. Write 8086 assembly language programs 0 implement conversion
batween different number systems.

8. Write 8086 assembly language programs to implement sinng
manipulation.

9 Write 8086 assembly language program to exhibit digital clock
design.

10. Write 8086 assembly program to initialize master 8259 and slaves

11. The listof experimental mentioned above can be augmented based
on the requirement by the subject teacher

Text Books/References

1 R.S. Gaonkar. Microprocessor Architecture, Programming, and
applications with the §085/8080A, Willey Eastern Ltd, 2nd ed

2. Douglas Hall. Microprocessors Interfacing and Programming,
Tata McGraw Hill, rd Edition, 2012

3 Liu Yu-Cheng, AG. Gibson. Microprocessor Systems. The

8086/8088 Family, 2™ ed., Prentice-Hall
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CS 225 SYSTEM SOFTWARE
Cr,Hrs. 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

_Course outcome: At the end of the course, the student will be able to:

CO1 Understand and analyse the concepts of system programming
and analyse job control and resource management.

Understand and analyse the working, design [ssues and
challenges of assemblers.

Understand and analyse the working, design issues and
challenges of Macro processors.

Understand and analyse the working, design issues and
challenges of different types of loaders

g 8 8 8

Understand the basic phases and functions of a compiler

Unit -1

Introduction to System, System Software and System Programming.
A Sil'flple Operating System A user's view of the system, hardware
components of the system and insider's view. Software components,
the command language, system building blocks, job control,
Resource management.

Unit- Il

Machine and Assembly Languages. Assemblers Design methodology,
functions of an assembler, major modules and interfaces, pass one

‘Symbol definition, pass two, assembly of instructions; expression

evaluation; conversion of constants; table maintenance.
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Unit - 1l
Macros and Macro Processing. Definition and use of macros; overview of
macro processing Implementation of macro definitions; expansion of
macro instructions, additional macro features, implementation of the
additional features

Unit - IV
Loaders An absolute lcader; basic concept of relative loaders, functions
of a relative loader, assembly language extensions required by the
loader, a relative loader, structure of the object deck and library
searching; phase two the evolution of loaders, Design of an absolute
loader, Direct linking loader
Introduction to Compilers, Different phases and their functions

Practicals: List of experiments / practicals

1. Write a C program to copy contents from one file to another

2 Write a C program to print a file and count the number characters
lines, tabs and blank spaces.
Write 2 C program to write and read character, integer and stning
from a file
Write a C program to read data from a file using fscanf and write
data into file using fprintf.
Write a C program to create the symbol table for a given high level
language program
Write a C program to create the symbol table for the given assembly
language program
Write a C program to implement & symbol table with the functions 0
create, insert. modify, search and display
Write a C program to implement pass-1 of two pass assembler
Write a C program to implement pass-2 of two pass assembler
Wirite a C program 1o impiement macro processor.
The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher

Text Books/References
1. J.J. Donovan. Systems Programming, Tata McGraw Hill
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THIRD YEAR B.TECH. (V SEMESTER)

CS 311 THEORY OF COMPUTATION
Cr.Hrs, 3(3+0)

LT P
Credit 3 0 0O
Hours 3 1 0

Colirse outcome: At the end of the course, the student will be able to

co1 Understand the need and significance of computational
theory, formal machines, languages and computations In
computer engineering

coz Understand, design and analyze the role of finite automaton
in recognizing a regular language
Understand, analyze and apply the Context Free Grammar and
Push-Down automaton with its advantages and limitations
Understand, analyze and design Turing machine model for
computable languages with its strength and limitations
Understand and analyze Universal Turing Machine and its
undecidability issues

Unit-1{
Mathematical preliminaries. Strings, alphabet. languages, Graphs and
Trees, Inductive proofs, set notation, Relations, Finite automata

Unit -ll
Regular expressions, Properties of regular sets pumping lemma,
closiife properties and decision algorithm for regular sets

Unit -ill
Context Free Grammars. Properties of Context free languages (CFLs)
Gredbach’s theorm Pumping lemma, closure properties and decision
algorithms for CFLs. Pushdown automata

Unit - IV
Turing machines: Turing machine model, computable fanguages and
functons, techniques for turing machine construction, modification of turing
fMachines, Halting problem of turing machine, church's hypothesis, turing
as enumerators, Undecidabiity. Problems, properbes of recursive
and recursively enumerable languages, universal turing machines and
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undecidable problem, Rices' theorm, Posts comespondence problem,
introduction to recursive functicns theory.

Text Books/References
Hopcro D. Uliman, Introduction to Automata

: m uguag;nd:::m (y:ompumion. 2™ edition, Pearson

% 'Mbmm seka Theory of Computer Science
rasekaran.

2 mt';mn unNguSgh:st Computation), 2™ edition, Prentice
Hall India.

3. Hary R Lewis and Cristos H. Papadimtriou. Elements of the
Theory of Computation, 2™ edition, PHI.

4 J.C. Martin. Introduction to Languages and the Theory of
Computation, McGraw Hill International  Editions, Computer
Science Series.

CS 312 JAVA PROGRAMMING
Cr.Hrs. 5(3+2)
| H0 ot

Credit 3 0 2
Hours 3 0 4

Course outcome: At the end of the course, the student will be able to:

co1 Understand fundamentais of OOPs In Java Including classes,
objects, datatypes, operators and programming constructs.

co2 Understand and implement the object oriented concepts in Java
such as inheritance, abstract class, interface, package, event-
driven GUI using applets and AWT.

CO3  Understand and implement Java File /O and database
handling from java application

CO4  Understand and implement exception handling, multithreading

in Java, network based applications, java beans and serviets.

Unit-1

Unit- 1l
od Overicading, static variable, method and block, Instance
er block, this keyword, Inhertance, super keyword, Dynamic
dispatch, final keyword, Packages and access modifiers,
ct classes, Interfaces, AWT, User interface components, layout
agement, menus, dialog boxes, Applets, Exception handling

Unit - 1l
/Java Input and output: FileOutput Stream & Filelnput Stream, ByteArray
InputStream & ByteArray OutputStream, BufferedOutput Stream &
gufferedinput Stream, FileWriter & FileReader, PrintStream class,
PrintWriter class, CharArrayReader & CharArrayWriter, Compressing
and Uncompressing File, DatalnputStream & DataOutputStream,
StreamTokenizer class, Serialization, Introduction to JOBC.

Unit- IV
Multithreading, synchronization, Networking: URL class, URL
Connection class, Hitp URL Connection class, Inet Address class,
Socket, Server Socket Datagram Socket and Datagram Packet
Infroduction to JavaBeans, Overview of J2EE architecture, Introduction
to serviet, Serviet life cycle, Handling Request and Response
!

Wb: List of experiments / practicals

1. Write a Java program to demonstrate the use of command line
arguments.

2 Write a Java program to demonstrate the use Scanner Class and its
features.

3. Write a Java program to demonstrate the byte data type and

operations.

Wiite 2 Java program to demonstrate the use of Varnable-Length

arguments and ambiguity caused due to overicaded varargs

method.

Write a Java program to demonstrate the implementation of

Interfaces in Java.

Wiite Java programs to implement various in-built Collection API

classes

Wirite Java programs to show the use of Super Keyword

Write a Java program to implement String Class using bullt-in String

Class's method and to demonstrate the use of intern() method

Write a Java program to demonstrate Polymorphism in java and its

various properties.

10. Write a Java program to implement package in java.

7
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11. Write a Java program to implement exception handling and its P

various features

12. Write a Java program to Implement multithreading and iis
associated concepts and inter-thread communication using Piped
Stream Classes.

13 Write a Java program to implement Producer-Consumer problem
with the wait() and notify() methods.

14, Write a Java program to design a simple calculator using Applet.

15. Write a Java program to demonstrate the reflection in Java

16. The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher.

Text Books/References

1 Sun Publications, Core Java Vol. 1 and Il, Addison Wesley.
2. Herbert Schildt, “Java The complete reference’, Eighth Edition,
Tata McGraw Hill

€S 313 DATA COMMUNICATION AND NETWORKS
Cr.Hrs, 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

co1 Understand OS! and TCP/IP layered models of computer
network and along with various LAN topologies.

cOo2 Understand and analyze various guided and unguiced
Tmnissbnmedlumusedm;msmlhyerofcomputunetwom

CO3  Analyze and implement efror detecting and correcting codes of
data link layer.

CO4  Analyze and understand MAC layer protocols

CO5  Understand and apply various popular Ethernet technology
including fast and gigabit Ethemet

co8 Recognize the different Intemetworking Devices and their
functions such as Repeaters, Hubs, Bridges, Switches
Routers and Gateway

n

Unit-1

Introduction: Categories of networks, Local area network (LAN) modeis,
R models Network Topologies. The Physical Layer
ntroduction to data communication, Guided Transmissicn Media,
Wireless Transmission, Communication Satelites, Public Switch

‘Telephone Network: Structure, Local Loop, Trunks and Multiplexing,
 SONET/SOH.

Unit- 1l
The Data Link Layer Design Issues, Error Detection and Correction,

_Elementary data link protocols, Sliding Window Protocols Switching,

Integrated services digital network (ISDN). Architecture, Interfaces, ISDN

- equipments at user’s premises, Reference points, Broadband ISDN.

Unit - it

The Medium Access Sub layer. Multiple Access Protocols. ALOHA,
‘Pure ALOHA, Slotted ALOHA, Carrier sense multiple access (CSMA),
CSMA with collision detection (CSMA/CD), CSMA with collision
avoidance (CSMA/CA). Asynchronous transfer mode (ATM). Packet

size, Vittual path identifier (VPI), Virtual circuit identifier (VCI), ATM
uk, ATM Switching.

Unit - IV

th . Ethernet cabling, Manchester encoding, Ethemet MAC sub
layer protocol, Ethernet performance, Switched Ethernet, Fast and

 Gigabit Ethernet |EEE 802.2: Logical fink control, LLC protocol

Wireless LANS, Bluetooth, Data link layer switching: Bridges from 802.x
1o 802.y Local Internetworking, Spanning tree bridges, Remote bridges,
Repeaters, Hubs, Bridges, Switches, Routers, and Gateway.

inem List of experiments / practical's

1. To study various network commands and find host name, IP

‘address and MAC address of your computer system.

To setup a local Area Network using Class C private IP address.

To study the server room of college and describe various
tachments

To Make straight and Cross LAN-cables using CAT-5e cable.

Create a node to node connection in Packet Tracer and apply

Various network commands.

Create different topologies between various nodes in Packet Tracer

and apply network commands on it.

‘Understand the working of ARP protocol and implement same In

o os N

~

73




8. Implement the ALOHA protocol for packet communication between
a number of nodes connected to a common bus.

9. Implement the CSMA protocol for packet communication between a
numbers of nodes connected to a common bus

10. Implement difference between various Network devices in detail.

11. The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher.

Text /References

1. Andrew S. Tanenbaum. Computer Networks. Prentice-Hzll of India
Pvt. Ltd, New Delhi

CS 314 (CS, EC) COMPUTER ARCHITECTURE
Cr.Hrs. 3(3+0)

LT P
Credit 3 0 0
Hours 3 1 0

Course outcome: At the end of the course, the student will be able to

CO1. Understand & analyze fundamentals of CPU organization for
RISC and SISC based processors along with Instruction
formats and types.

CO2. Understand & analyze the micro-programmed & hardwired
control design concepts of the CPU.

CO3. Understand and analyze the memory crganization along with
different type of memory architecture & their significance

CO4. Understand and analyze the significance & organization of
cache memories.

COS5. Understand the basic concept of SIMD, MIMD, array &
pipefined architecture of processor design

Unit-1

Processor Basics: CPU organization: Fundamentals, Concept of RISC
and SISC processor and their comparison, Data Representation. Word
length, Fixed-point numbers, Fioating-point numbers, Instruction Sets
Format. Types.
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Unit- Il

Control Design: Concepts, Hardwired control, Micro-programmed
Control. Basic structure, Address Sequencing, Design of Control Unit,
Pipeline Controt

Unit - Il

Memory Organization. Memory Technology: Types, performance,
access modes. Random Access Memories: RAM Organization and
Design. Auxiliary Memories. Access methods and Organization,
Magnetic disk, tapes and Optical memories. Memories hierarchies
Associative Memory.

Unit-1v

Cjcho Memonies: Organization and mapping, Principles of Virtual

- Memory, Segmentation and Paging. Introduction to SIMD, MIMD, Array

processor and pipelined architecture

Text Books/References

1. J. P. Hayes. Computer Architecture and Organization, 3rd ed..

McGraw Hill International edition

2. Andrew S. Tenenbaum, Structured Computer Organization, PHI,

‘New Delhi

CS 315 DATABASE SYSTEMS
Cr.Hrs. 4(3+1)
L:T=P

Credit 3 0 1
Hours 3 0 2

coum outcome: At the end of the course, the student will be able to:

Design basic database schema and corresponding ER diagram,
Understand and design relational data model with constraints

Evaluate and apply standard query language for efficient
relational database access and updations.

Understand and apply normalization for refational database design

Understanding the physical file structure and access methods
Used in relational database systems
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Unit-1 '8 Use SQL commands to exhit Basic Queries in SQL- The Se'ect From
Where structure, Ambiguous Altribute Names, Alasing, Unspecified
.Dmm&m“lmmﬁmm . ) _ _
z‘c‘:m%m‘” e, Database languages and Interfaces. | WHERE Clause and Use of (*) Asterisk, union compatible operations,
Data Modeling using ER diagrams. Htghmd(:onapmaloarauoddslu wosmngpamemmammganammeucomm
Database design, Entity Types, Entity Sets, Attributes  and  Keys, il Write SQL Queries exhibiting Ordering, nested queries, Exists and

Relationships, Relationship types, Roles Stmayral Constraints, Weak

Not Exists functions, Joined tables (with explicit Join, Natural join)
8 Write SOL Queries to demonstrate the Aggregate functions
@ Write SOL Queries with Group by and Having Clauses
|40, Write SQL Queries to demonstrate Update Drop and Delete
Unit- 1l - Command
41, The list of experimental mentioned above can be augmented based
| on the reguirement by the subject teacher.

Relational Model Concepts, Relational Model Consualm and schemas.
Basic Relational Algebra Select, Project, Rename, Union, Intersection,

Minus, Join and Division operations. Aggregate functions and 3
Groupings. Tuple and Domain relational cakculus. Relational Database 1’“‘ [References
Design by ER and EER to Relational Mapping. SQL-99. Schema I ‘ \ Ramez Eimasti and Shamkant Navathe. Fu e g

Definition, Basic Constraints, Queries, Nested Queries, Aggregate
functions and Grouping.

Database Systems 4th Ed, Pearson Education.

Silberschatz, Korth, Sudarshan, Database Systems Concepts,
4" ed, International Ed, McgrawHill

a‘;
Unit -l

Informal Design Guidelines for relation schemas - data redundancy and I

anomalies, Functional dependencies, Normal forms: INF, 2NF, 3NF,

BONF. Multivalued Dependencies and Fourth Normal Form. Join |

Normal Form, }
Papsnderen g I ~ EC319(CS) PULSE, DIGITAL AND WAVE SHAPING

s W Cr.Hrs. 3(3+0)
Record Storage and Primary File Organization: Placing file records on L eip
disk, Operations on files. Heap and Sorted files. Hashing techniques. N
Index structures for files. Single and Multileve! indexes. Dynamic oo 340

i i { multiple ;
muitlevel indexss using B/ U068 e pio koye yrse outcome: At the end of the course, the student will be able to:

Todevebpfundamenwlooncepiso!pulsedigﬁdwwavesham

To enhance the knowledge of linear wave shaping using high
frequency and low frequency response of RC and RL circuits.

Practicals: List of experiments | practical's

1. Create Sample database with basic understanding of Tables,
Records, ard fields.

reate i ies wi without Primary Key and CO3 To master the basic ideas of diode switching and application of
. gdmnz::;:;:%mo:‘:s e Iy diode in clipper and clamper circuit

3. Study of ER Diagram of a Database. | 004' To understand the concept transistor switching design the

‘A Create a Database with key constraints. " various multivibrator circuits practical as well as theoretically.

5 Write SQL Queries to demonstrate Alter Command. CO5 To develop an knowledge of time base generators and designing

‘of blocking oscillators.
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Unit=1

Linear wave Shaping. High frequency and low frequency response of
RC and RL circuits to step pulse, ramp and exponential wave form
inputs, Attenuators, RL A and RLC circuits, Ringing circuit pulse
Transformer (Application equivalent circuit and characteristics)

Unit=1l

Non-Linear wave shaping. Steady state switching characteristics of
semiconductor, devices, clipping  circuits, diode clippers, OPAMP
Clippers, Transistor clippers, clipping at two levels, dicde oqmpara':ors.
Application of voltage comparators, clamping operation, Diode
Clamping circuit, Clamping circuit theorem

Unit- 1l

Transistor as switch, capacitively and inductively loaded transistor switch
Generation of waveforms. Multivibrators — Bistable | Monostable and
Astable multivibrators, A Fixed- Bias and self Bias transistor binaries,
commutating capacitors Methods of improving resolution, Symmetrical
and non- symmetrical triggening of Binaries

Unit- IV
Schmitt tngger circuit Voltage tme base generator, methods of
generating a time base wave from: A transistor constant current sweep
generator Miller and Boot surpa time base generators, Linearity
improvement of current sweep: Blocking oscillators- An astable and
monostable blocking escillators, Application of Blocking oscillator,

Text Books/References
1. K.\V. Ramanan. Functional Electronics, Tata Mcgraw Hill.

THIRD YEAR B.TECH. (VI SEMESTER)

CS 321 PRINCIPLES OF COMPILER DESIGN

Cr.Hrs. 4(3+1)

LR
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

CO1 Understand and analyze various phases of compiler and
implement the lexical analyzer to recognize the tokens

CO2 Understand context free grammar and apply the top-down and
bottom-up approaches to design various types of parsers such
as predictive parser and LR parser

CO3 Analyze the translations on syntax directed definitions, evaluate
the S-attributed, L-attributed definitions and inherited attributes

Analyze the type checker using its specifications.

CO4
CO5 Understand storage allocation strategies and apply them to
design code generator

g

Understand the code optimization techniques to improve the
performance of cede in terms of time and space complexity.

Unit-1

Introduction to Compifing: Compilers, Analysis of the source program,
The Phases of a compiler, Cousins of the Compiler; The grouping of
phases. Compiler- construction tools. Simple Compller. Lexical analysis:
Lexical Analysis; The role of the lexical analyzer, Input buffering,
Specification of tokens; Recognition of tokens,

Unit- 1l

Parsing: The role of the parser; Context-free grammars, Writing a
9fammar, Top-down parsing, Bottom-up parsing, Operator-precedence
Parsing, LR parsers, Parser generators

7




Unit -1

Syntax directed transfahions: Construction of syntax irees, Bottom-up
evaluation of S-attributad definitions; L- attributed definitions; Top-down
transiation: Bottom-up evaluation of inherited attributes. Type checking
Type systems; Specification of a simple type checker

Unit - IV

Run-time Environments: Source language issues, Storage organization,
Storage-allocation strategies Code Generation. lssues in the design of
code generator. The target machine. Run-time storage management,
Basic blocks and flow graphs. Introduction to Code optimization

Practicals: List of experiments / practicals

1. Write programs to identify various tokens (keywords, identifiers,
operators, constants, special symbols) using lexical analyzer

2. Wirite a program o design a complete lexical analyzer using lex tool

3 Write program to find out values of first and follow functions for a

generic grammar

Write programs !0 validate the syntax of various conditional

consiructs

Write programs to validate the syntax of various looping consiructs

IS

v,

6 Write a program to implement operator precedence parsing
algorithm

7. Write a program to check for balanced paranthesis

8 Write program to implement type checking for any given expression

Q. Write programs to convert expression from one notation to another

notation (infix, prefix, postfix)

10. Write programs to implement code optimization techniques (e
Constant folding, common sub expression elimination etc)

11. The list of experimental mentioned above can be augmented based
on the sequirement by the subject teacher

Text Books/References

1 Alfered V. Aho, Ravi Sethi, Jeffrey D, Uliman. Complers Principles
Techniques, and Tools, by, Addison-Wesley Longman

R0

CS322 MICROPROCESSOR INTERFACING AND
MICROCONTROLLER
Cr.Hrs. 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

CO1  Understand and demonstrate 8086 memary organization and
role of co-processor B087

CO2  Understand and demonstrate interfacing of 8086 with 8255,
8254, 8237, 8251, 8279, RS-232.

CO3  Understand the architecture of 8051 microcontroller with its pin
diagram and internal registers

CO4  Understand and demonstrate the assembly language
programming and interfacing for 8051

e -

Unit=1

8086 Memory Organization and Interfacing, Memory mapped and
Isolated 1/0's,Co-processor 8087, Programmable Peripheral Interface
8255, Programmable Interval Timer 8254

: Unit- 1l

Programmable Direct Memory Access Controller 8237, Serial
Communication Interface RS-232, Programmable Communication

m:e Controller (8251 USART), Programmable Keyboard and
i Interface and Controller 8279

Unit- Il

‘QG‘I Microcontrollers: Introduction, Comparison of Microprocessor
@nd Microcontroller, Architecture and Pin Functions of 8051 Single

Chip Microcontroller. 8051 Flag Bits and PSW register. Register
'v.slnks and Stack.

] Unit- IV

8051 Assembly Language Programming and Interfacing: Data Types and
, 8051 Assembly Programming, Jump loop and Call Instruction,




/O Port Programming: Addressing modes. Arithmetic Instructions and
Programs, Logic Instructions and Programs, Timers/counters of 8051,
interfacing of 8051 Microcontrolier. LCD and ADC.

Practicals: List of Experiments/ Practicals

1 Write 8086 assembly language program 10 sort/search the given
array of numbers.

2 Write 8086 assembly language program to find out minimum
maximum and average for the given set of input numbers.

3 Wrte 8086 assembly language program {o generate first N
Fibonacci numbers

4 Write 8086 assembly language program to compare two given
strings.

5 Write an assembly language program to implement interfacing of
8255 PP with 8086.

6 Write an assembly language program to implement interfacing of
2279 with 8086.

7. Write an assembly language program to implement arithmetic
operations of two 16 bit numbers using 8051 microcontroller.

8 Write an assembly language program to implement conversion
between different number systems using 8051 microcontroller

g Write an assembly language program 1o find whether given eight bit
number is odd or even using 8051 microcontroller.

10. Write an assembly language program to implement (display) an
eight bit UP/DOWN binary (hex) counter on watch window,

11. The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher.

Text Books/References

1 Doughlas V  Hall Microprocessors  and Interfacing.
Programming and Hardware, Second edition, McGraw Hill

2, Liu Yu-Cheng, AG. Gibson Microprocessor Systems. The

8086/8088 Family, 2™ ed., Prentice-Hall,

3 Muhammad A Mazidl, “The 8051 Micro-controlier  and
Embedded Systems®, Pearson Education Asia, 2011

¥

CS 322 DESIGN AND ANALYSIS OF ALGORITHMS
Cr.Hrs. 3(3+0)

LT P
Credit 3 0 0
Hours 3 1 0

Gourse outcome: At the end of the course, ihe student will be able to

€01 Understand and analyze computing complexity of computer
aigorithm using various mathematical notations especially

Big O notation

DesmaManatymwiwsalgmthm designing techniques such
as Diide and Conguer, Dynamic Programming and Greedy
mmammmvmmmmnmdmm

Design and analyze various popular sorting, pattern matching
algonthms and graph theory along with their associated
computational complexity.

Understand the significance of NP-Hard and NP-complets
problems along with the computational challenges associated
with the computational applications of such computationally
expensive algorithms

€02

>

Unit-1

"ijkgmund: Review of Algorithm, Analyses of Algorithm, Designing of
Algonithm, Complexity and Order Notations, recurrences

Unit- 1l

‘Sorting Methods: Heap Sort, Radix Sort, Bucket Sort and insertion Sort,
Counting Sort. Divide & Conquer Method. Binary Search, Merge Sort
Quick sort and strasen’s matrix multiplication. Dynamic Programming.
‘Elements of Dynamic Programming. Matrix Chain Multiplication
Longest Common Subsequence and 0/1 Knapsack Problem

Unit -l

Greedy Method Knapsack Problem, Minimal Spanning Trees. Branch
& Bound. Traveling Salesman Problem and Lower Bound Theory.
Pattern Matching algorithm. the Naive string matching algorithm, the
" Rabin Karp algorithm.

Unit -IV
‘Graph Theory. Breadth First Search, Depth First Search, Topological

{
i
v

30]!. Single Source Shortest Path,

Dijkastras Algorithm, All Pairs




SHortest Paths & Matrix Multiplication, Introductory definitions of P, NP-
Hard and NP-Complete Problems. Decision Problems, Flow Networks &
Flow. Approximation Algorithms. the vertex cover problem, traveling
salesman problem, the set-covering problem.

Text Books/References
1. Rivest and Cormen, Introduction to Algorithms, Prentice
Hall India.

2 Aho Alfred V., John E. Hopcroft and Jeffrey D. Ullman. Design
and Analysis of Algorithms, Pearson Education

3.  Baase. Computer Algorithms, Pearson Education

CS 324 COMPUTER NETWORKS

Cr.Hrs. 4(3+1)

. LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: Al the end of the course, the student will be able to:

co1 Undgfsund networking OSI and TCP/IP model and describe
functions associated with each layer.

co2 Understand and Implement various routing methodologies of
network layer, such as distance vector routing, link state
routing etc along with QOS & congestion control issues.

Cco3 Subnet a network using multi-jevel IP Subnetting and based
on a given topology. v

COo4 Understand and apply various issues of Trang Layer
including issues pertaining to TCP and UDP. i

CO5  Understand and apply various application la
as SMTP, POP3, IMAP, DNS ehg_p yer protocols such

Unit—1

Introduction: Overview of computer networks, Network hardware and
software, Reference model-OSI and TCP/P and their comparison.
Network Layer. Network Layer Design Issues, Various Routing

Algorithms and Congestion Control Algorithms.

84

Unit= 1l

Internatworking:  Concatenated Virual  Circuits, Conrectionless
Internetworking, and Techniques for Achieving Good Quality of Service
Leaky and Token Bucket Algorithms. Tunneling, Internetwork Routing
Fragmentation. Network tayer in the Intermet. IP protocol, IP Addresses,
Internet Control Protocols, IPvE

Unit = Il

The Transport Layer Transport services, Elements of Transpon
Protocols, The Intemet Transport Protocots: User Datagram Protocol
(UDP) and Transmission Control Protocol (TCP).

Unit— 1V

The Appiication Layer. DNS-Domain name system, Electronics Mail
Architecture and service, Message Transfer. Simple Mail Transfer
Protocol (SMTP), Final Delivery: POP3, Intermessage Message Access
Protocol (IMAP).

Practicals: List of experiments / practical's

Write a Program to implement Dijksira’s shortest path algorithm

Study of NS2 simulator and its architecture

Understand and implement basics of OTCL programming in NS2

Write @ NS2 program to connect nodes in a given network and send

data traffic using CBR over UDP

Write a NS2 program to connect nodes in a given network and send

data traffic using CBR over TCP

6. Write @ NS2 program to connect nodes in a given network and send
data traffic using FTP over TCP.

7. Write a NS2 program to create dynamic network and implement
Distance Vector Algorithm

8. Write a NS2 program to create dynamic network and implement
Linked State Algorithm.

9. Create a network configured for Classful addressing in Packet
tracer simulator

10. Create a network configured for Classless addressing {(VLSM) in
Packet tracer simulator

11. Configure a network in packet tracer simulator and understand
difference between RIP1 and RIP 2 Protocols

12. Implement OSPF routing Protocol in Packet tracer simulator

AN

o
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13, Configure DHCP and DNS in packet tracer simulator.

14, Study of NS2 trace file format and Write awk scripts for various
parameters like'drop packets, no of packets sent, no of packets
received, packet delay.

15, The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher.

Text Books/References

1. Andrew S. Tanenbaum. Computer Networks, Prentice-Hall of
India Pvt. Ltd.; New Delhi.

2, W Stallings. Data and Computer Communication, Fifth Edition,
Prentice-Hall India.

€S 325 OPERATING SYSTEM
Cr.Hrs, 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

CO1 Understand and analyze the significance and basic
architecture of operating systems.

Understand and analyze the various processor management
issues and challenges of operating system such as process
synchronization, concurrency and deadlocks

Understand and analyze the various memory management
issues and challenges including virtual memory management,
paging, segmentation and thrashing.

Understand and analyze the various file system management,
/O management, secondary storage management issues and
challenges in an operating system.
Mn.mammWCpmmwmtbﬂMma
of various available system calls in the Linux operating system.

- 86

Co2

Cco3

Co4

Unit -1

‘Operating system Introduction and Structure Processes. Threads,
Interprocess communication. CPU Scheduling: Scheduling Algorithm,
‘Multiprocess and Realtime process scheduling, Algorithm Evaluation
Process Synchronizations. Semaphores, Critical Regions and Monitors

Unit- 1l

Deadiocks: Handling, Prevention, Avoidance and Detection of
Deadlocks, Recovery from Deadlocks. Memory Management. Address
st . Swapping, Contiguous Allocation, Paging, Segmentation

Unit - it

Vituasl Memory. Demand Paging, Page Repiacement, Page
replacement algerithms. File System Implementation: File System
Structure, Allocation Methods, Free space Management, Directory
Implementation, Efficiency and Performance, Recovery.

Unit- IV

VO Systems VO Hardware, Application I/O Interface, Kemel 11O
Subsystem. Secondary Storage Structure: Disk Structure, Disk
Scheduling, Disk Management, Swap-Space Management, Disk
Reliability, Stable Storage Impiementation. Protection: Goals, Domains,
ccess Matrix. Security. Problem, Authentication, Program Threats,
ystem Threats, Threat Monitoring, Encryption. Case Study of Linux
Operating system design.

Practicals: List of experiments / practicals

Write C programs to exhibit the uses of uname{), getpid(), getppid(),
groupid() system calis.

Write C programs to exhibit the uses of getenv(), getrfimit() and
atexit() system calls.

Write C programs to exhibit the uses of fork() system calls to create
~ chain and fan of n processes

. Write C programs to show how resources are shared among parent
and child processes, also show how 3 zomble process Is created.
Write C programs to exhibit the uses of dup() and dup2() system
calls.

Write C programs to exhibit the uses of mkdir(), rmdir(), getewd(),
and readdir() system calis,
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7. Write C programs to exhibit the uses of stat() file status reiated
system calis.

8. Write C programs to exhibit the uses of pipe{) and mkfifo() system
calls for communication among processes

9. Write C programs to exhibit the uses of signals in operating system

10. Write C programs to exhibit uses of getpwuid(), and getgegid()
system calls.

11. Write C programs to exhibit uses of read(), write(), open() and
close() system calls for file handiing

12. The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher,

Text Books/References

1. Abraham Silerschatz and Peter Baer Galvin. Operating System
Concepts, 6" Ed , John Wiley & Sons

D.M. Dhamdhere. System Programming and Operating System,
Tata Mcgrawhill, New Dethi

CS 326 SOFTWARE ENGINEERING

Cr.Hrs. 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to

CO1  Understand different views of software process, process models
including difference between prescriptive and agile process.

CO2 Understand and analysis the requirement engineering task and
validating requirements

CO3 Understand and evaluate procedures, technique and methods to
assess software quality (SQA), review software engineernng work
products, and apply an effective testing strategy.

Understand and apply relevant software management skills to
pian, manage and control a software development project.

Unit -1

\SOMG Engineering, Software process, Introduction to CMM. Software

_process models ~ Waterfall model, Incremental, prototyping, RAD,
~Spiral, concurrent development, Component based development
Introduction to Unified and Agile development-Agile Process- Extreme
"Progrwmﬁng and other aglle Process models. Requirement
_Engineering: requirement engineering tasks, requirement engineering
_process,  eliciting  requirements, requirement  analysis  and
_documentation, validating requirements.  Analysis modeling -
_approaches, data modeling.

Unit- Il

"Design Engineering: concepts, architecturs, pattems, modularity,
_Information hiding, functional independence, refinement. Pattern based
“software design, Software Architecture, Data Design, Architectural Styles
“and Patterns, Architectural Design, Modeling component level design,
“class based components, design guidelines, cohesion and coupling.

Unit -1l

/'So!lwyo Project Management concepts: The management
/lpectmm People, product, process, project, W5HH principles.
Soﬂwm Process and Project Metrics: software measurements and
melmx. metrics for software quality. Software project planning:
Obsefvauona on estimating, Project planning objectives, Software
‘scope, Resources, Software project estimation, Decomposition
‘techniques, Empirical estimation models: COCOMO Model, Software
bquatton The Make buy decision, Automated estimation tools.
Projocl Scheduling: concepts, task sets, defining a task network,
-scheduling, earned value analysis.

] Unit - IV

Soﬂwara Configuration Management: Repository, SCM Process,
umﬁguratxon management for Webapps, Software Quality
Assurance Quality concepts, Quality movement, Software quality
‘assurance, tasks, goals and metrics, Formal approaches to SQA,
‘Statistical software quality Assurance, Software reliability, the ISO
8000 Quality Standards, The SQA plan. Software Testing: Software

- Testing Fundamentals, Black box and white box testing, object

__'ptiented testing methods, testing documentation, testing patterns.
'Risk Management. Software risks, risk identification, projection,

~ refinement, mitigation, monitoring, and management
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Practicals: List of experiments / practicals
Choose any one project and do the following exercise for that project

Student result management system, Library Management system,
Inventory control system, Accounting system, Fast food billing system,
Bank ioan system, Reservation system, Share online trading, Hostel
Management system, or any other according to students choice.

Write the complete problem statement
Write the software requirement specification document
De planning and risk analysis of project
Draw the entity relationship diagram
Normalize the tables.
Analyse and design the project
Coding with proper documentation
Testing
Depioyment
. Submission
The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher.

23PN OA LN -

Text Books/References
1. Roger S. Pressman. Software Engineering, 6 ed| Mcgraw Hill

2. Jalote Pankaj. An Integrated approach to software Engineening,
3rd ed., Narosa Publishing House, New Delhi.

FOURTH YEAR B.TECH. (VII SEMESTER)

CS 411 MOBILE COMPUTING

Cr.Hrs, 4(3+1)

LT P
Credit 3 0 1
Hours 3 1 2

Course outcome: At the end of the course, the student will be able to:

CO1 Understand the design, challenges and issues in mobile
computing akong with recent trends in mobile computing,

CO2 Understand and analyze popular mobile communication
technologies such as GSM, GPRS and CDMA technologies
along with mobility management issues. .

cOo3 Design, analyze and apply Wireless Application Protocol

CO4 Understand and analyze wireless LAN, Ad-Hoc networks,

———— = — 5

Sensor networks and the mobility issues and challenges.

Unit -1

Introduction. Wireless the beginning, moblle computing, dialogue
control, Networks, Middleware and gateways, Applications & Services
‘Security in mobile computing, Standards,

Mobie computing Architecture:  Intemet-the  ubiquitous  Network.
Architecture  of Mobde computing, Three-tier Architecture, Design

Consideration for Mobile Computing, Mobile Computing thorough Intemet

Emerging Technologies: Bluetooth, Radio frequency Identification,
‘Mcbile IP, Internet Protocol version 6.
Unit- Il

Gilobal System for Mobile Communications: Introduction, GSM
Architecture, GSM entities, Call Routing In GSM, GSM frequency
allocation, Authentication & Security.
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General Packet Radio Service: GPRS & Packet data Network, GPRS
network Architecture, GPRS Network Authentication, Data services in
GPRS. Application of GPRS, Limitations of GPRS.

Unit - Il
Wiraiess Application Protocol Introduction, WAP, MMS.

COMA & 3G - Introduction, Spread Spectrum Technology, COMA vs
GSM, Wireless data, third Generation Networks, Application on 3G

Unit- IV

Wireless LAN. Introduction, Wireless LAN advantages, |EEE 802.11
standards, Wireless LAN Architecture, Mobility in Wireless LAN, Mobile
Ad-Hoc Networks & Sensor Networks, Wireless LAN security.

Practicals: List of experiments / practicals
1. Write SMIL programs to exhibit the uses of different mobile
applications.

2 Write SMIL programs to exhibit uses of display tags for text and
images.

3 Write C++ programs to exhibit the uses of Bluetooth.

4 Write WML programs to exhibit uses of input tags.

5 Write WML programs to perform different types of text.

6 Write WML programs to exhibit uses of WML card.

7 Write WAP programs to exhibit uses of web applications.

8 Write JSP programs to exhibit the uses of WAP application.

g Write J2ME "rograms for Mobile Node Discovery.

10, Prepare a wireless ad hoc network and show its working.

11. The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher.
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Text Books/References

| Asoke K Talukdar and Roopa R Yavagal Mobile Computing,
Tata Mc-Graw Hill
William Stallings. Wireless Communications & Networks,
Pearson Education.
John Schiller. Mobile Communications, Pearson Education.
T.S. Rappaport. Wireless Communications, Principles & Practices

CS 412 ADVANCED DATABASE SYSTEMS
Cr.Hrs. 3(3+0)

LT P
Credit 3 0 0
Hours 3 1 0

Course outcome: At the end of the course, the student will be able to:

Understand and evaluate query processing and query
optimization techniques for RDBMS

Understand transaction processing concepts and apply
seralizability of schedules in RDBMS

Evaluate concurrency control techniques, database recovery
and security techniques of RDBMS

Understand and analyse advance database system concepts
such as object-relational databases, active temporal, deductive
and XML databases

Unit- |
'OuameassmwommﬁonPhystmbaseDesignhRemona!
mm.msdmmrmimmwsm
Unit- 1l
Transaction Processing Concepts, Transaction and System Concepts,

Desirable Properties of Transaction. Schedules and Recoverability,
Serializability of Schedules, Transaction support in SQL. Concurrency
‘control techniques. Two phase Locking, Timestamp ordering,
Multiversion and  optimistic concurrency control  techniques.
‘Granularity of Data tems and Multiple Granularity Locking
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Unit -1l

Database recovery Techniques: concepts, recovery tpehmques base_d
on deferred and immediate Update, shadow paging, recovery in
multidatabase systems. Database Security,

UnitIv

Concepts of Object Oriented databases and Object-Relational
databases. Object Relational features of Oracle 8. Introduction to
Active, temporal, deductive, and XML databases.

Text Books/References
1 Ramez Eimasn and Shamkant Navathe. Fundamentals of
Database Systems 4th Ed, Pearson Education.

2. Sitterschatz, Karth, Sudarshan. Database Systems Concepts,
4th ed, Interriational Ed, Mcgraw Hill

CS 413 DISTRIBUTED SYSTEMS

Cr.Hrs., 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

CO1 Understand the distributed system architecture, design
challenges & issues,

CO2  Evaluate & implement RPC and RMI along with data marshalling.

CO3  Understand the role of DNS, directory & discovery services in
distributed systems,

Co4 Demcnstrate capability to design & develop the applications
using s>cket programming in Java.

CO5  Understand the roles of logical, physical, vector clocks and
demonstrate capability to synchronize distributed clocks in
concurrent processes.

(o0} Evaluate replication and concurrency control measures, for
distributed systems
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Unit-1

Characterization of Distributed Systems, Challenges & Examples of
Distributed System, Interprocess Communication, Interet Protocol
APIs, External Data Representation and Marshalling, Chent Server
Communications, group communications, IPC in UNIX.

Unit -l

Distributed Objects and Remote Method Invocation, Communication
een distributed objects, distributed object model, design issues of
RMI, Implementation of RMI, Distributed Garbage colflection, Remote
Procedure Call, Sun RPC, and Java RMI

Unit- 1l

e Services and Domain Name System, Directory & discovery
ces, Time & Global states, clocks, events, process states,
jynchronizing physical clock, Logical time & logical clocks, Coordination
nd Agreement: Distributed Mutual exclusion, Elections.

Unit IV
leplication: System Model and Group communication, Fault tolerance
ces, Distributed Multimedia System: Characteristics of multimedia
quality of service management, Distrbuted Shared Memory:
ign and implementation issues, Sequential consistency and Ivy: The

ystem Model, Write Invalidation, Invalidation protocols; Release
Dnsistency and Munin

icals: List of experiments/practicals
Wiite a java program to exhibit forward and reverse DNS resolution
. Write a java program to exhibit URL and URLConnection class.
Write a java program to create datagram and streams.
Write a java program 1o exhibit object serialization.

Implement RMI (Remote Method Invocation) to invoke a remote
method,

vtrnphment RPC (Remote Procedure Call) to call a remote

procedure.
95




7. Implement Stream communication (TCP) between two processes
via sockets such that sender recelves same message which it
sends 10 the receiver

8. Implement synchronous stream communication between two
processes via sockets such that both processes can send
messages to each other,

a. Implement Datagram communication (UDP) between two processes
viasocketswchMDOMcanmdmessagesweadaomer,

10. Implement Datagram communication between two processes such
that they are created on two instances of execution of the single
program.

11. Write a Java program to exhibit physical and logical clocks.

12 The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher

Text Bnoks/References

1. George Coulouris, Jean Doliimore, Tim Kindberg. Distributed
Systems, Concepts and Design, 3rd Ed, Addission Wesley.

2. AS. Tanenbaum, M.S. Steen Distributed System - Principles and
Paradigms, Pearson Education.

ELECTIVE-1

CS 414 (a) DIGITAL SIGNAL PROCESSING
Cr.Hrs. 4(3+1)

L TP
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

CO1 Understand and analyze discrete and linear time-invanant
signals and systems, its properties, classification and frequency”
domain representation,

€02 Understand and analyze various concepts of fourier analysis of
periodic and aperiodic signals
CO3 Understand and analyze properties and evaluation of z-

transform, discrete and fast founer transform  particularly
discrete-time, fast fourier etc.

'CO4 Understand and analyze various types of digital filters particularly

finite and infinite impulse response

Unit!
Classification of Signal and Systems Sequences, Discrete-time

- systems, linear time-invariant systems, Properties of linear time-
invariant systems, Frequency-domain representation of discrete-time

signals and systems.
Unit Il

Systems: Introduction, Trigonometric Fourier Series, Complex or
Exponential form of Fourier Senies, Parseval's Identity for Fourier Series,
Power Spectrum of a Periodic Functon, Fourier Transform, Properties of
Fourier Transform, Fourier Transform of Power and Energy Signals.

Unit il

2-Transforms: Introduction , Definition of the z-transform, Properties of
z-transform, Evaluation of the Inverse z-transform. Discrete and Fast
Fourier Transforms: Introduction, Discrete Convolution, Discrete-Time

Fourier Transform (DTFT), Fast Fourier Transform (FFT), Computing an

Inverse DFT by Doing a Direct DFT.
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UnitIv

Digital Filters: Finite Impulse Response (FIR) Filters: Introduction,
Magnitude Response and Phase Response of Digital Filters, Frequency
Response of Linear Phase FIR Filters. Introduction to Infinite Impulse
Rasponse (lIR) Filters.

Practicals: Lab experiments based on theory.
Toxt Books/References
1. JG Proakis, G.D. Manolakis. Digial Signal Processing, 3" ed

Pearson Education Asia,

2 S Salivahanan, A Vallavaral, and C Gnanapriya Digital Signal
Processing, Tata MCGraw-Hill

3 AV omm.w.adamsmmmrmsmen
Processing, Prentice Hall India.

CS 414 (b) EXPERT SYSTEMS

Cr.Hrs. 4(3+1)
| Hly g

Credit 3 0 1
Hours 3 0 2

Course outcome: Al the end of the course, the student will be able to:

CO1 Understand and analyze the basic concepts of expert systems,
its components and development process.

cO? Understand various techniques of knowledge representation and
domain knowledge exploration

CO3 Understand and analyze vanous methods of knowledge
acquisition, interviewing and sensor data captunng.

CO4 Understand and analyze varous tools and mechanisms for
learning, pianning and explanation in expert systems

Unit -1
Expert system, Definition types components, expert Systems
development process.
Unit

Knowledge representation techniques, Logic Frames and Semantic
Nots etc. Domain Exploration Knowledge elicitation, conceptualization,
battering, formalization
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Unit - il
Methods of knowledge acquisition, Interviewing, sensor data capturing

Unit -IV

Learning Planning and Explanation in Expert System Implementation
Tools Prolog study of existing expert system. MYCIN

Practicals: Lab experiments based on theory

Text Books/References
1 Patterson. Introduction to Al Export Systems. PHI
2. Jackson. Building Expert Systems, John Wiley

CS 414 (¢) NEURAL NETWORKS
Cr.Hrs, 4(3+1)
LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able 10

. CO1 Understand and analyze ariificial neural system concepts

applications, modeis, neural processing and leaming rules

CO2  Understand, apply and implement back propagation training
algorithm and perceptrons

€03  Understand and apply linearly nonseparable pauc
classification and various delta learning rules of multilayor
feedforward networks

CO4  Understand and analyze concepls of dynamic systems pnd
hopfield networks for singie layer feedback networks und
concepts of associative memory.

.COS Understand and analyze matching and self-organizing
networks such as hamming net, counter propagation network
cluster discovery network.
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Unit-1

Artificial Neural System: Preliminaries: Basic Concepts of Neural
networks, computation: Some examples and applications, History of
Artificial Neural systems development. Fundamental Concepts and
Models of Artificial Neural Systems: Biological Neurons and their
artificial models, Models of Artificial Neural networks, Neural processing,
Leaming and adaptation, Neural network leaming rules. Leaming:
Supervised and Unsupervised,

Unit- 1l

Back propagation -Introduction, back propagation training algorithm,
Perceptron: Single and Multi-Layer Preceptrons, Multilayer Feedforward
Networks: Linearly nonseparable pattern classification, Delta learning
rule for multiperceptron layer, Generalized delta leaming rule.

Unit-

Single-Layer Feedback Networks: Basic concepts of dynamical systems,
Hopfield networks, Associative Memories: Basic concepts, Linear
associator, Basic concepts of recurrent auto associative memory,
Bidirectional associative memory

Unit - IV

Matching and Self-organizing Networks: Hamming net and MAXNET,
Unsupervised leaming of clusters, Counter propagation network. Cluster
discovery network (ARTI).

Practicals: Lab experiments based on theory.

Text Books/References

1. Jacek M. Jurada. "Introduction to artificial neutral systems”, Jaico
Publishing house

2. Simon Haykin. "Neural Networks” Pearson Education; Indian Branch,

LiMin Fu. “Neural Network in Computer Intelligence”
Tata McGraw-Hill Publishing Company Limited. New Delhi.

CS 414 (d) FAULT TOLERANT SYSTEM

Cr.Hrs. 4(3+1)

LTP
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

cO1 Understand and analyze fault tolerance, fault classification,
altributes and system structure

'CO2  Understand and apply various fault tolerant design techniques

and architectures for information, hardware, time redundancy.

CO3  Understand evaluation techniques for reliability, availabilty and
performability models.

CC4  Understand and analyze various software faults and their
manifestation,

COo5 Understand fault tolerant parallel/ distributed architectures
such as shared bus, shared memory and security in fault
tolerance system,

Unit-1
‘Fundamental Concepts: Definitions of fault tolerance, fault classification,
fault tolerant attributes and system structure. Fault-Tolerant Design
Techniques: Information redundancy, hardware redundancy, and time
redundancy. Dependability.

Unit- 1l
Evaluation Techniques: Reliability and availabéity models: (Combinatonal
fechniques, Fault-Tree models, Markov models), Performability Modeis
Architecture of Fault-Tolerant Computers : General-purpose systems, high-
availability systems, long-ife systems, critical systems.

Unit- Il

Software Fault Tolerance: Software faults and their manifestation,
design techniques, reliability models,
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Unit- IV

Fault Tolerant Parallel/Distributed Architectures: Shared bus and
shared memory architectures, fault tolerant networks. Recent topics
in fault tolerant systems: Security, fault tolerance in wireless/mobile
networks and Internet.

Practicals: Lab experiments based on theory.

Text Books/References
1. BMW. Johnson. Design and Analysis of Fault-Tolerant Digital
Systems, Addison-Wesley.

2. KSTrivedi, Probability and Statistics with Reliability,
Queueing and Computer Science Application, Prentice Hall,

CS 414 (e) EMBEDDED SYSTEMS

Cr.Hrs, 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2
Coumoutcocm:Almeondofmeoourse.lhesmdentwinbeableto:
CO1 Characterize the requirement, challenges and formalism of
embedded system design.

CO2 Implement embedded program in ARM assembly Language,
CO3 Design standard single purpose processor peripherals.

CO4 Design Control Data Flow Diagram and Control Flow diagram of
embedded systems.

CO5 Optimize execution time, energy, power consumption and
program size of a program in embedded system.
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Unitl

Embedded Computing Requirements: Characteristics and applications
of embedded systems; Components of Embedded Systems;
challenges in Embedded System, performance in embedded
computing, Design and design process; Formalism for system design

Unitll
EmbeddedeceuorcanpuwAmednretamnany;ARMpw.
processor architecture and memory organization. Instruction set, data
operations and fiow control; Input and output devices & Primitives,
wmm.mwnm.mmsmm-m,mua
Mmmm.Pmmgmwmwm

Unit in

Embedded Computing Platform: CPU Bus - Bus protocols, DMA,
system bus configurations. ARM bus: Timers and counters, A/D and
D/A converters, Keyboards, LEDs, displays and touch screens;
Design example — Alarm Clock.

Unitiv
Embedded Software Analysis and Design: Components for Embedded
Programs; Model programs - data flow graphs and control/data fiow
graphs; Assembly and linking; Compilation techniques; Program
Optimization, Analysis and optimization of execution time, energy,
power and program size. Embedded System Accelerators: Processor
accelerators, accelerated system design

Practicals: List of experiments / Practicals

1. Draw a class diagram for the classes required in a basic microwave
oven. The system should be able to set the microwave power level
between1ananndtimeacookjngmnuptnSQminandSQsm
1-s increments, Include * classes for the physical interfaces to the
telephone line, microphone, speaker, and buttons.

2. Write ARM Assembly programs to Implement arithmetic, logical,
shiftrotate, compare, move and load store instruction,
3. Write ARM Assembly programs to implement Flow Control,
4. Write ARM Assembly programs to implement conditional and
unconditional loops
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5 Write 3 ARM Assembly programs to implement finite impulse
responsae filter

6. Write ARM Assambly program to exhibit the use of function.

7. Write ARM Assembly program to exhibit the use of recursive
function

& Wrnte ARM Assembly programs to implement SWI (software
interrupt) codes

9. Study, analyze and implement Serial Communication Protocols

10. Study, analyze and implement Parallel Communication Protocols.

11. Study, analyze and implement Wireless Communication Protocol.
12. The list of experimental mentioned above can be avgmented based
on the requirement by the subject teacher.

Text Books/References

1. Wayne Woif. Computer as Components, Elsevier,

2. Andrew S. Loss. ARM System Developer's Guide, Elsevier
3. Steve Heath. Embedded System Design, Elsevier
4

Frank Vahid & Tony Givagl. Embedded System design: A unified
hardware/software Introduction, John Wiley & Sons.
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ELECTIVE - 11

CS 415 (a) THE DESIGN OF UNIX OPERATING SYSTEM
Cr.Hrs. 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

rse outcome: At the end of the course. the student will be able to:
Understand and analyze the fundamental concepts of Unix
operating system, its architecture, user and system view

V" Understand and analyze the butfer cache, header and structure
) of cache, reading and writing to and from cache, Unix file system
inciuding structure, directories, inode, superblock etc

Analyze and implement the process control namely creation,
% termination, awaiting of processes special process such as shell
\ ) and INIT

]' €04 Understand and analyze process scheduling, memory
l
\
I

management techniques like swapping, demand paging In unix
operating system.

Unit-1

Stem sltructure. user perspective, operating system services,
ption about hardware, Architecture of the UNIX operating system,
sem concept, kernel data structure, system administration.

f Unit- it

Cache: Buffer header, structure of the buffer pool, scenarios for

3l of a buffer, reading & writing disk blocks, advantages &
antages of the buffer cache, Internal representation of files -

S, structure of @ regular file, directories, conversion of a path
o an Inode, super block, inode assignment to a new file,

tion of a disk blocks, other file types.
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Unit - Il

Process Control, process creation, signals, process termination, awaiting
process termination invoking other programs, the user ID of a process,
changing the size of a process, shell, system boot and the INIT process,

Unit- IV
Process scheduling & time. Process scheduling, system Calls for time
clock, Memory management swapping, Demand paging, A hybrid
system with swapping and demand paging, NO subsystem: Driver
Interface, disk drivers, terminal drivers

Practicals: Lab experiments based on theory

Text Books/References

1. Maurice J. Bach. The Design of the Unix Operating System,
Pearson Education

CS 415 (b) GRAPH THEORY
Cr.Hrs. 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

CO1  Understand and analyze the basic concepts of graph theory
and apply them to implement euler and hamiltonian graphs
and solve travelling salesman problem

Apply and analyze the use of tree data structure, basic
properties of cut sets and cut vertices and its applications.

Understand and ze the applications of various graphs like
pianar graph, dual graph with their attributes and representations.
Understand and analyze various coloring, covering and
partitioning problems with their applications and representations
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Unit-1
Introduction. Graph, application of graph, finite & infinte graphs,
incidence & degree, isolated vertex, pendant vertex & null graph, Paths
& Circuits: isomorphism, subgraphs, walks, paths, Circuits, connected
graphs, disconnected graphs, & components, Euler graphs, operation
on graphs, Hamiltonlan paths & circuits, traveling salesman problem

Unit-1l .
Trees: Properties of trees, pendent vertices in a tree, distance & centers
In @ tree, rooted & binary trees, on counting trees, spanning trees,
fundamental circuits, finding all spanning trees of a graph, spanning trees
in a weighted graphs Cut sels & cut vertices: Cut- sets. properties of cut-
sets, cut sets In a graph, fundamental circuits and cut - sets, connectivity
& Separabiity, networks flows, 1- isomorphism, 2- lsomorphism

Unit -

Planar & Dual graphs: Planar graphs, kuratowski's two graphs, different
‘representation of planar graphs, detection of planarity, geometric dual,
Combinatorial Dual, Matrix representation of graph: Incidence Matrix,
circuit matrix, cutset matrix, path matrix, adjacency, matrix.

Unit- IV

Coloring. covenng & partitioning Chromatic number, chromatic
_partitioning, chromatic polynomial, matching, covering, the four color
problem, Directed graphs: types of digraphs, binary relations, Euler
digraphs, trees with directed edges, fundamental circuits in digraphs,
‘adjacency matrix of a digraph, Acyclic digraph and Decyclization,

Practicals: Lab experiments based on theory

Text Books/References

1. Narsingh Deo. Graph Theory, Prentice- hall of India Pvt Ltd.

‘2 Rogers. Procedural Elements of Computer Graphics, McGraw Hill
3. Asthana, Sinha. Computer Graphics, Addison Wesley
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CS 415 (¢) COMPUTER GRAPHICS
Cr.Hrs. 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2
Course outcome: At the end of the course, the student will be able to:

CO1  Understand the role of computer graphics, different graphics
systems and their applications

CO2 Understand and implement various algorithms for scan
conversion and filling of basic objects.

CO3 Demonstrate and Iimplement different basic geometric
wransformation including composite transformation techniques
on graphical objects.

CO4 Understand and analyze various three dimensional geometnc
and mode’ing transformations

CO5 Demonstrate and implement clipping and view-ports object
representation for images

Unit-1

Introduction to computer graphics, application areas, display devices,
raster scan, random scan, color monitor, display file, frame buffer, 3-D
display technique, input devices, hard copy devices.

Unit -1l

Points, fines, plane and coordinate, character vector, circle generation
algorithm, antialiasing techniques, representation of polygons, Interfacing
and filing polygon, 2-D transformation, translation, rotation, scanning,
shearing, reflection, composite transformation, raster transformations.

Unit - Il

Windows, multiple windowing, view port, viewing transformation,
clipping algorithm for points, line using Sutherland and Cohen,
polygon, text clipping. Segment and segment operations. Interactive
graphics, user dialogue, input modes, interactive picture construction
techniques, cJurves and curved surface. interpolation and
approximation curve, continuity of curve.

Unit- IV

Concept of 3-D, representation of 3.D object. 3-D transformation,
wranslation, rotation, reflection, scaling. Parallel perspective, Isometric
Projections. 3-D clipping Sutherland and Cohen algorithm, Hidden lines and
surface removal techniques, Back face, Z-buffer, painter algorithm.
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Practicals: List of experiments / practicals

1. Write a graphics program to exhibit your name in any font
Write & graphics program to draw an Indian flag
Write a graphics program to implement human face (eyebro, eye,
ears, nose and fips)
Write a graphics program to draw a moving wheel
Write a graphics program to simulate traffic hight.
Write a graphics program to exhibit line using different line drawing
algonthms
Write a graphics program to exhibit circle using midpoint circle
algorithm,
Write a graphics program to eghibit fill area using different polygon
filling algorithms,
Write a graphics program to implement 2D transformation ie
translation, rotation and scaling of a triangle.
Write & graphics program to implement clipping of various
geometrical shapes
The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher.

Text Books/References

1. D. Hearn and M.P. Baker. Computer Graphics: C Version, 2™ Ed,
Pearson Education,

2. James D. Foley, Andries Van Dam; Steven K Feiner; John F
Hughes. Interactive Computer Graphics, Addison Wesley

CS 415 (d) NUMERICAL METHODS

Cr.Hrs, 4(3+1)
LT P

Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able o

Understand and solve numerical in roots of nonlinear
equations, simultaneous linear equations and eigen values and
eigen vectors

Understand and sofve numericals in interpolation numerical
integration

Understand and solve numericals in numerical differentiation.
Understand and solve numerical pertaining to ordinary differential
equations by euler's method, runga-kutta method etc.
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Unit-1

Numerical Mathods. Need for numerical methods, sources of errors,
specification of error, significant digits.

Roots of Nonlinear (Aigebraic and Transcendental) Equations: Bisection

second order method, secant method, roots of polynomials by
Bairstow's method. Solution of Simultaneous Linear Equations.
Gaussian elimination, pivoting, Gauss-Jordan method, Gauss-Seidal
method, Cholesky's method, evaluation of determinant. Matrix inversion,
matrix inversion in-place. Eigenvalues and Eigenvectors. Matrix iteration
methods, power and inverse power method.

Unit- It

Interpolation: Lagrangian and Hermite interpolation, cubic spline
interpolation. Curve fitting, polynomial method, methods of least squares.
Numerical Integration and Differentiation. Numerical integration by
trapezoid rule, Simpson's rule, Weddle's rule, Gauss quadrature.

Unit - Il

Numerical differentiation: Differentiation based on equal Interval
interpolation, second order derivative, Derivatives using Newton's
backward difference formula, Derivatives using central difference,
Based on Stirling's, Differentiations based on Lagrange’s interpolation,

Unit- IV

Solution of Ordinary Differentfal Equations. Euler's method, modified
Euler's method, Runge-Kutta methods, predictor-corrector methods —
Milne'es method. Introduction to finite difference methods. Eigen values
and Eigen vectors: Determination of Eigen values and Eigen vectors of
matrices, Inverse of a matrix - Recent trends and developments.

Practicals: Lab experiments based on theory.

Text Books/Reirences
1. §.S. Sastry. Introductory Methods of Numerical Analysis, PHI,

3 MK Jain, SRK lyengar, and RK Jain, Numerical Methods
for Scientific and Engineering Computation, New Age International
(P) Limited.

CS 415 (¢) COMPUTATIONAL INTELLIGENCE

Cr.Hrs. 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to.

Understand and analyze the applications of artificial
intelligence, strategies of state space search, depth first search
and breadth first search.

Understand, analyze and implement varous search and game
heuristic such as A*, AO*, minmax search, alpha beta etc.
Understand and analyze various knowledge representation
memodologiesmd‘nsd\alhngesmdissm,

Understand and analyze various machine leaming
methodologies  such  as  genetic aigorithm, ~ genetic
programming etc.

Understand and analyze the basics of expert system
technology

Unit-1

Artificial Intelligence: History and Applications, Production Systems,
Structure and Strategies for state space search, Data driven and
goal driven search Depth first and Breadth First search, DFS with
iterative Deepening.

Unit- Il

Heuristic Search-Best first search, A’ Algorithm, AO" Algorithm,
Constraint Satisfaction, Using heuristic in games = Minimax Search,
Alpha Beta Procedure. Propositional calculus, Predicate calculus.

Unit -l

Knowledge Representation - Theorem proving by Resolution, Answer
tional schemes- Semantic Nets, Con:
. Introduction to Agent

Unit- IV

based and Connectionist, Social and
i he Genetic algorithm- Genetic




Programming,
Expert System.

Introduction 10 Natural

Practicals: Lab experiments pased on theory
Text Books/References

1

George F. Luger.
for Complex Problem

E. Rich, K. Knight. Artificial Intelligence 2™

Overview of Expert System Technology — Rule based
Language Processing

Adtificial Intelligence- Structure and Strategies
Soiving 4™ Ed, Pearson Education.

Ed, Tata McGraw-Hill

Nils J. Niisson. Artificial Intelligence - A New Synthesis, Morgan

Kaufman Publication.

CcS 416 MOBILE APPLICATION DEVELOPMENT

Cr.Hrs. 2(0+2)

LT P
Credit 0 0 2
Hours 0 1 4

Course outcome: At the end of the course, the student will be able to:

Understand the basics of mobile application development

co1
using Android

co2 Understand to make use of various basic components such as
widgets, layouts, dialogs, eiC for designing the mobile
application.

CO3 Understand and implement the database handliing with a
mobile application.

CO4  Understand the packaging and deployment of a mobile

etc., and interaction with social media.

Basic Android Conceplts.
installation, Android SDK &
The Android O/S Architecture,
, AVD, launch and start the
device)Managing application resources, resoul
12

their codenames,

Introduction to Android,
of

applications, integrating APls such as Google Maps, GPS,

Android SDK
Advantages of android,
IDE for Android
AVD (android virtual
ree value types, storing

different resource values types (string, string arrays, Boolean,
colors, integer, animation, & menus), Android Application
Activities & its life cycle , Services & its iife  cycle,
receiver, Content provider, Intents, shutting down component,

Android Manifest File in detail, Use of Intent Filter,

Widgets: User Interface Elements Form Widgets: TextView, basic
Button, Toggle Button, Check Box, Checked TextView, RadioButtons,
RadioGroup, Spmwcww. DatePicker, Time Picker, Chronometer,
Progress bar, Rating par, Option menu, imageViewTextFields Various
type of TextFileds (Plain text, PasswordText, Numernc Text, EmailText,
PhoneText, MultilineText, etc); Working with various type of dialog :
Simple dialog, alert dialog, character picker dialog, date picker dialog,
progress dialog, List Dialog, Custom Dialog Toast —{Custom Toast),
Feamresolmdfoidsmuwdmmos:ms:ym&mem

XML layout Vanous Layouts: layout, Layouts common attribute,

Types of Layout { Linear
Using Data-Driven Containers:

layout, Relative \ayout, Table layout. Frame
List View, Grid

layout, Tab layout ).

Introduction to app
configuration activity.
Data Storage: Introduction to data

storage options available in android gystem,
Preferences. Creating Private and Shared Preferences

storage, Introduction to various
Working with Application
. Manipulating
with Shared Preferences, Read/Write Data on the Android File

Structured  Data Using SQlite Databases,
Creating a SQlLite Database, Creating Tables and other SQlite

Schema Objects, Creating, Updating, and
Records, Querying sQLite Databases, Working with Cursors,

Closing and Deleting @ SQlite Database.
Packagmanduopbw\ent Inwaabnwm”waappwam.uw
‘Google Maps, GPS and Wi-F1, Integration with social media applications.

System, Storing

Practicals: List of experiments / practicals

1, Wﬁmammwmwammuappwmmmmem
components, Font and Colors.

Write a program to develop 3 mobile application that uses Layout
Managers and event listeners
Write a program to develop @ mobile native calculator application.
13

2.

3.




4. Write a mobile application that draws basic graphical primitives on
the screen

5. Write a program to develop a mobile application that makes use of
database.

6. Write a program to develop a mobile application that makes use of
RSS Feed.

7. Write a program to develop a mobile application that implements
Multi-threading

8. Write a program to develop a native mobile application that uses
GPS location information,

9. Write a program to develop a mobile application that writes data to
the SD card.

10. Write a program to develop a mobile application that creates an
alert upon recelving a message.

11. Write a mobile application that creajes alarm clock

12. Make a mobile app that contains two Buttons (with labels “Push Me*
md'ClhkMe’)andaTeWm(mthmn'misisaTesf). Use the
XML-based approach, and you can hard-code the label of the buttons
and the text of the TextView inside main.xml (ie., you do not need to
use strings.xml at all yet). Use the android: text attribute in both
cases, but it is easiest to use the visual editor first, then edit main xml
later. Nothing needs to happen when you press the buttons.

13, The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher.

Text Books/References

1. Android Application Development by Rick Rogers, John Lombardo,
Or Reilty

2. Professional Android 2 application development by Reto Meier,
Wrox.

3. Androld Wireless Application Development by Lauren Darcey and
Shane Conder, Pearson Education, 2nd ed.
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FOURTH YEAR B.TECH. (VIII SEMESTER)

CS 421 MULTIMEDIA SYSTEM

Cr.Hrs. 4(3+1)
LT P

Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course. the student will be able to:

CO1 Understand the concept and need of multimedia in today's
digital world and its various technologies for input-output
and storage retrieval

Cc02 Analyze and implement various data compression and

encoding techniques along with their corresponding
algorithms for lossy and lossless compressions

Co3 Understand and apply compression and decompression
techniques required for image, audio and video along with
their associated popular formats.

CO4 Understand and apply multimedia communication across
the computer network

Unit-1

Introduction: Multimedia elements. applications, system architecture,
evolving technologies and objects for multimedia systems, need for
‘data compression.

Multimedia Input/Output Technologies: Limitation of traditional input
devices, Resolution and bandwidth issues, Video and Image Display
Systems. display system requirements and technologies, display
performance issues, Video display technology standards, CRT and fiat
panel display system, Digital voice and audio, musical instrument digital
interface (MID1),

Storage and Retrieval Technologies: Magnetic media technology: SCSI
and RAID Hard disk technologies, Optical Storage Media: Basic
technology, Video disc, Compact Disc Digital Audio, Compact Disc

‘Read only memory, CD-ROM extended architecture, Compact Disc
recordable, Compact Disc Read/Write, Digital versatile disc.

Unit- 1l

‘Data Compression and Encoding: Encoding and Compression, Lossless

Data Compression Algorithms: Run-ength coding, Huffman coding,
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Shannon Fano algorithm, Adaptive Huffman algorithm, Extended
Huffman algorithm, Arithmetic Ceding, Dictionary based Compression
tachniques: LZ77, LZ78 and LZW Compression techniques

Unit= Il

Compression and Decompression Techniques: Concept of Audio and
Video Compression; Introduction, Analog video formats, Digital audio and
video formats, Video compression, audio compression Types of
compression, binary image compression schemes, colour charactenstics
and modes, BW TV and Image composition, JEPG: introduction,
overview of JPEG components, discrete cosine transform (DCT)
Quantization, zigzag sequence, entropy encoding.

Video image compression. multimedia standards for video,
requirements for full-motion video compression, MPEG: Video
encoding, audio coding, Data stream, MPEG compression, moving
picture types, MPEG encoder, MPEG standards, MPEG standard recent
development in Multimedia, Audio compression. ADPCM

Unit IV

Multimedia Communication: Packet audiolvideo in the network
environment: Packet voice, Integrated packet networks, packet video.
Video Transport across generic networks: Layered video coding,
Error-resilient video coding techniques, scalable rate control, and
Streaming video over the Internet, protocols for streaming video, and
Multimedia across IP networks. Multicasting, caching, and perfecting
issues in IP network.

Practicals: List of experiments / practicals

Write a program to exhibit uses of multimedia applications

Write a program to play an embedded MIDI file using various attributes.

Wiite a program to implement Run-length coding.

Write a program to implement Huffman and Adaptive Huffman

encoding.

Write a program to implement Shannon Fano algorithm.

6. Write a program to implement Dictionary based Compression
techniques.

7. Write a program to exhibit audio and video compression.

8. Write a php program to implement arrays and strings.
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9. Write a program to exhibit the use of explode function for
displaying videos.

10. Write a php program to exhibit connectivity to MySQL.

11. The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher

Texts/References

1. Prabhat K Andleigh and Kiran Thakrar. Multimedia System Design,
Prentice-Hall of India Private Limited, New Delhi-110001.

KR. Rao, Zoran S. Bojkovics and Dragorad A Milovanovic
Multimedia Communication Systems, Prentice-Hall of India Private
Limited, New Delhi-110001

Ritendra Goal. Fundamental of Information Technology, Paragon
International Publishers, New Delhi

Buford. Multimedia Systems, Addison Wesley.

David Hillman Multimedia technology and Applications, Gaigotia
Publications

Rosch, Multimedia Bible, Sams Publishing
Sleinreitz. Multimedia System, Addison Wesley.

CS422 WEB TECHNOLOGY

Cr.Hrs, 2(0+2)
LT P

Credit 0 0 2
Hours 0 1 4

Course outcome: At the end of the course, the student will be able to:

CO1 Understand and implement the basics of web programming for

designing web applications using HTML, CSS, XML and JavaScript
CO2  Understand and implement the fundamentals of Java Beans for
designing event-driven GUI applications using Swing

CO3 Understand and implement the advanced concepts of Java such
as senviets and JSP to design dynamic web pages and add
functionality to the webpages by using XML and AJAX.
Understand and implement database handling with the help of
java web application

17




HTML Common tags-List, Tables, images, forms, Frames, Cascading
Style sheets; Introduction 10 Java Scripts, Objects in Java Script,
Dynarmic HTML with Java Script, CSS.

XML: Documenttype definition, XML Schemas, Document Object model,
Presenting XML, Using XML Processors. DOM and SAX, Introduction to
Swing: JApplet, Handling Swing Controls like lcons, Labels, Buttons |
Text Boxes, Combo Boxes, Tabbed Panes, Scroll Panes, Trees, Tables.

Java Beans: Introduction to Java Beans, Advantages of Java Beans, BOK
Introspection, Using Bound properties, Bean Info Interface, Constrained
properties Persistence, customizes, introduction Enterprise Java Beans,
Web servers: Tomcat Server installation & Testing. Introduction to Serviets:
Lifecycle of a Serviet, Reading Serviet parameters, Reading Initialization
parameters, Serviet Interface, GenericServiet, HitpServiet, ServietRequest,
Serviet Collaboration, ServietConfig, ServietContext, Afttribute. More on
Serviets. Handling Http Request & Responses, Using Cookies, Session
Tracking, Security Issues

Introduction to JSP: The Problem with Serviet, the anatomy of a JSP
Page, JSP Processing, JSP Application Design with MVC architecture,
introduction to AJAX, JSP Application Development. Generating
Dynamic Content, Using Scripting Elements, Implicit JSP Objects,
Conditional Processing Dispiaying Values Using an Expression to Set
an Attribute, Declaring Variables and Methods Error Handling and
Debugging Sharing Data Between JSP pages, Requests, and Users
passing Control and Date between Pages Sharing Session and
Application Data Memory Usage Considerations, Database Access
Database Programming using JOBC, Accessing a Database from a JSP
Page, Application Specific Database Actions Deploying JAVA Beans in
a JSP Page.

Practicals: List of experiments / practicals

1. Develop static pages (using Only HTML) of an online Book store.
The website should consist of the following pages
« Home page, Registration and user Login
« User Profile Page and Books catalog
« Shopping Cart and Payment By credit card
« Order Conformation

Validate the Registration, user login, user profile and payment by
credit card pages using JavaScript.

10.

.

12.

Write a program to develop a web application using serviet
and HTML

Write a program to add to the web application session tracking
capabilities and support for multiple users. &

Wn:eaprogramhooonvenwebapphwlbnfromsew
implementation to JSP, and address issues regarding the
interactions among multiple JSP pages, and the separation of
presentation and processing.

Write a program to implement various types of Java beans and their
associated properties.

Write a program to implement and demonstrate the use of
Expression language (EL).

Write @ program to implement and demonstrate the use of JSP
Standard Tag Library (JSTL)

Write a program to create book catalog using xml.
Write a program to display xml data with xsi,

Write a serviet to create a Cookie and add the user id and
passwords to this Cookie. Read the user id and passwords entered
in the Login form and authenticate with the values (user id and
passwords) available in the cookies

Write a servie/JSP to connect to that database and extract
data from the tables and display them. Experiment with various
SQL queries.

Write a JSP which inserts the details of the 3 or 4 users who
register with the web site by using registration form. Authenticate
the user when he submits the login form using the user name and
password from the database.

Write java serviet Write a programs to conduct online examination
and to display student mark list available in a database.

wmdownaprognmﬁohnpl«mtoonimXMLtodomm
the use of AJAX in Java.
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13. Write @ program to create a web application based on MVC
architecture.

14. The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher

Text Books/References

1. Web Programming, building internet applications, Chris Bates 2nd
edition, WILEY Dreamtech

2. The complete Reference J2EE Seventh Edition, Patrick Naughton
and Herbert Schildt, TMH.

3. Java Server Pages, Hans Bergsten, SPD O'Reilly.

4 Core serviets and java-server pages volume 1: core technologies,
Marty Hall and Larry Brown, Pearson,

5 HTML and CSS The complete Reference, Thomas Powell, Tata
McGrawHill.

8., JavaScript 2.0 : The Complete Reference, Second Edition by
Thomas Powell and Fritz Schneider, TMH.
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ELECTIVE - Il

CS 423 (a) INFORMATION SECURITY
Cr.Hrs. 4(3+1)
L

TP
Credit 3 0 1
02
Course outcome:; At the end of the course, the student will be able to:
CO1 Identify common network security vuinerabilities/attacks.

CO2  Understand and design cryptographic algorithms of different
types and modes.

co3 Understand and implement symmetric, asymmetric
cryptographic and Digital Signature algorithms.

CO4  Understand and use different Authentication Mechanisms and
Internet Security Protocols,

CO5  Understand and identify the key aspects of Cyber Crime and

Cyber law.

Unit-1

Need for security, security approaches, principle of security, Types of
M,WTWMMTMWCWMSMM
techniques, Ttansposlﬁon lochnlqus Encryption & decryption, symmetric
& asymmeltric cryptography, Diffie-Hellman Key Exchange, steganography,
key range and key size, possible types of attacks.

Unit- Il

Computer- based Symmetric key Cryptography Algorithms:
Algorithms types and modes, overview of symmelric key
cryptography, data encryption standards (DES), Advance encryption
standards (AES), Shannon's theory of confusion and diffusion.
Computer- based Asymmetric key Cryptographic Algorithms: RSA
algorithms, MD5 Digital Signature,

Unit - it
Public Key Infrastructure (PKI): Digital Certificates, private key

management- Distribution of Public Keys, Distribution of Secret keys

using Public Key Cryptosystems, Authentication: password,
authentication tokens, certificate based authentication, biometric
authentication, Kerberos. Internet Security Protocols: Secure socket layer
(SSL), Secure hyper text transfer protocol (SHTTP), Time stamping
protocol (TSP), Secure electronic transaction (SET), electronic money, E-
Mail Security, Single Sign on (SSO). *
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Unit- IV

Introduction to Cyber Crime and Cyber law. Cyber Crimes, Types of
Cybercrime, Hacking, Aftack vectors, Cyberspace and Criminal
Behavior, Digital Forensics, Recognizing and Defining Computer Crime,
Contemporary Crimes, Computers as Targets, Contaminants and
Destruction of Data, Indian IT ACT. Intellectual property rights (IPR),
Legal System of Information Technology, Firewall, Social Engineering,
Mail Bombs, Bug Exploits, SQL injection

Practicals: List of experiments / practicals

1. Write programs to implement encryption and decryption through
transposition techniques.

2. Write programs to implement encryption and decryption through
substitution techniques

3. Write a program to implement Diffie Heliman algorithm for key exchange

4. Write a program to implement DES algorithm Logic

5 Write a program to generate senes of 10 random numbers Repeat
the same program execution many times and analyze how the
random numbers are repeated (i.e. they are not random)

6. Write a program to implement RSA algorithm for Key exchange

7. Write a program that calculates the message digest of a text using
MDS5 algorithm.

8. Write a program to calculate GCD using Euclid's algorithm

9. Write a program to implement a®mod n. (use the resuit of previous
step in a given step and find out final answer)

10. Create a Digital certificate

11. The list of experimental mentioned above can be augmented based
on the requirement by the subject teacher

Text Books/References

1. Atul Kahate. Cryptography and Network Security, Tata McGraw-
Hill Publishing Company Ltd.

2 Wikiam Stallings. Cryptography and Network Security, 2 Ed,
Pearson Asia.

3. James Graham Richard Howard Ryan Olson. Cyber Security
*  Essentials , CRC press.
4. Nina Godbole, Sunit Belapure, Cyber Security, Wiley India,
New Delhi.
5. hitp//imeity.gov. in‘contentinformation-technology-act-INDIA IT ACT
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CS 423 (b) COMPUTATIONAL GEOMETRY

Course outcome: At the end of the course, the student will be able to:

Cco1 Understand and analyze various notions of complexity in
classical geometry, models of computation and apply

Geometric searching techniques. :

co2 Understand and analyze the properties and application of
convex hulis.

co3 Understand and analyze the various proximity approaches and
issues,

CO4 Understand and analyze the geometry of rectangles
particularly measuring the perimeter of union and intersection
of rectangles.

Unit -1
Historical Perspective: complexity notions in classical geometry,
geometric preliminaries, models of computation. Geometric Searching:
point location problems, location of @ point in 2 planner subdivision, the
slab method, the chain method, range-searching problems

Unit-1l
Convex hulis. Problem statement and lower bounds Graham's scan,
Jarvis's march, quick hull technique, convex hulls in two and higher
dimensions, extension and applications.

Unit - i
Proximity. Divide and conquer approach, locus approach, the Voronoi
diagram, lower bounds, variants and generalizations. Intersections,
hidden-kine and hidden surface problem

Unit- IV
The geometlry of rectangles. Application of the geometry of rectangles,
measure and perimeter of @ union of rectangles, intersection of
rectangles and related problems
Practicals: Lab experiments based on theory
Text Books/References

1. F.P. Preparata and M| Shamos Computational geometry:
An Introduction, Springer Verleg

2. Berg, Van, Kreveld, Overmars, Schwarzkopl. Computational
Geometry. Algorithms and Applications, Springer

3 JO. Rourke. Computatonal Geometry in C, Cambridge
University Press.
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CS 423 (c) DIGITAL IMAGE PROCESSING
Cr.Hrs. 4(3+1)

LTP
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

CO1  Understand, analyze and apply image representation methods
over 2D systems along with the properties of various transforms
such as 2-D Fourier, discrete cosine and KL

Cco2 mmand an&m anlalyzo the Sampling and reconstruction of
ages along mage quantization using uniform and
uniform max lloyd quantizer, o ™ e

CO3 Understand and analyze the concepts of Image enhancement
like contrast enhancement and histogram modification and digital
Image restoration, e

CO4 Understand various image compression and codi lem
alongwithdm:wcu.;mfoﬂmmremm!aﬁon.ngm "

CO5 Analyze the picture and various models of picture classification.

Unit- 1
PawpdonandﬂnageRoprasenfm:Pmpﬁonoﬂ' ht, , subjective
phenomena - monochrome vision model Inngergpm;::muon.z-o

Unit- 1l
Sampling. 2-D sampling spectrum of a sampled image, Image
reconstruction. Aliasing, Practical image sampling and fecgn'strucﬁgg

systems and their imperfections. Ima Quantization - Uni
Non uniform - Max - Lioyd Quantizer. 2 R U g

Unit -

Image Enhancement and Restoration: Enhancement : Contrast
enhancement. Histogram modification, Noise cleaning. Edge crispening.
Digital Image Restoration. Sources of degradation. Characterization,
Basic principles of inverse fittering.

Unit - 1v
Image Compression and Coding: Image co ) i
Prolems. Daa Sruciwes o peurs magescombs 50, o, ooy
and Classification; Roglo_n analysis, Scene analysis, statistical and
Syntactic models for picture classification, Image understanding
swma. Recent trends and developments,
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Practicals: Lab experiments based on theory

Text Books/References
1. R Gonzalez, RE. Wood. Digital Image Processing, Prentice Hall
of India.

CS 423 (d) REAL TIME SYSTEMS
Cr.Hrs. 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to:

cOo1 Understand concepts of real time systems and its application
in digital control, high-level control and signal processing.

co2 Describe and compare hard and soft real time systems in
terms of release times, deadlines and timing constraint.

Co3 Understand and analyze various attributes of processes and
resources in real time system

CO4 Understand and analyze the implementation of various real
time task scheduling approaches

CO5 Analyze clock-driven and priority driven scheduling
algorithms for periodic tasks.

Ccos Understand and analyze the implementation of algorithms for
scheduling aperiodic and sporadic jobs in terms of bandwidth
and resource utilization.

Unit-1

Real time application: Digital Control, High - Leve! control, Signal
Processing. Hard versus Soft Real time system: Jobs & Processors,
Release times, Deadlines, Timing constraints, hard & soft timing
constraints, Hard Real Time Systems, Soft Real Time Systems.

Unit- Il

Reference Model Processors & Resources, Temporal Parameters,

Periodic Task Model, Precedence Constraints and Data Dependency,

Functional Parameters, Resources Parameters, Scheduling Hierarchy.

Real Time Scheduling: Clock Driven Approach, Weighted Round Robin

Approach, Priority Driven approach, Dynamic Versus Static System,

Effective Release Time and Deadiines, Optimalty of the EDF and the LST
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Unit - il

Clock -~ Driven Scheduling:  Static, Timer Driven Scheduler, Cyclic
schedules, Cyciic Executive, Scheduling Sporadic Jobs, Generalization,
Algorithm for Static Schedules, Pros & Cons of Clock — Driven
Scheduling. Priority - Driven Scheduling of Periodic Tasks: Fixed Priority
versus Dynamic Priority Algorithms, Maximum Schedulable Utilization,

i ollheRMandDMNoonmm.SuMdmtSchedulabﬂity
Conditions for the RM and DM algorithms, Practicat Factors.

Unit - Iv
Sdred«dlngApedodtandSpmdtJobsMPﬁoﬂfy-DﬂvenSystsm:
Deferrable Servers, Sporadic servers,  Constant Utilzation, Total
Bandwidth, and Weighted Fair - Queuing Servers, Slack Stealing in
Deadhoadﬁvon&stum,SbekShedmghFiudPﬂoﬂtySystem
Scheduling of Sporadic Jobs. Resources and Resource Access Control:
EﬂdemConnnﬁonmdresooneessConm.Non-
preemptive Critical Sections, Basic Priority — Inheritance Protocol, Basic
pdomy-Cdrnngtocol,W-Based.Pdoﬁty-Ceiling(Com
Priority) Protocol, preemption Ceiling Prot Accesses of Multiple -
Unit Resources, mmmbmoqm
Practicals: Lab experiments based on theory.

Text Books/References

1. Jane W. S. Liu. Real Time Systems, Pearson Education,
2. Krishna C. M. Real Time Systems, McGraw Hill Publication,

CS 423 (e) ADVANCED COMPUTER ARCHITECTURE
Cr.Hrs. 4(3+1)
LT P
Credit 3 0 1
Hours 3 0 2

Coumouwomo:Awnondolmeoourso. the student will be able to:

CO1 Compare and analyze the concepts of parallel processing and
architectural classification for parallel computers.

Cco2 memmammm

mmmmmmmwwm
CO3 Understand the structure and data routing mechanism for array
processors.
CO4 Analyze and understand loosely and tightly coupled
muﬂbrooessormmabngvﬁmmodesignismm
interconnection networks and cache coherence
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Unit-1

Introduction to paraliel processing & trends. parallelism in uni-processor
system, parallel computer structure, architectural classification schemes
for parallel computers, multiplicity of instruction data streams, serial
verses parallel computers, parallelism verses pipelining, Memory
hierarchy: hierarchical memory structures, virtual memory system,
memory allocation and management

Unit -l

Principle of pipelining: pipelining prnciple and classification, general
pipelines and reservation tables, interleaved memory organization,
Instruction pre-fetch and branch - handling, data buffering and business
structures, internal forwarding and register tagging, hazard detection
and resolution, job sequencing and collision prevention, dynamic
pipelines and re configurability.

Unit -l

Structure for armay processor. SIMD computer organization, masking
and data routing mechanism inter PE communication, introduction to

associative array processing
Unit- IV

Multiprocessor  architecture: loosely coupled & tightly coupled
multiprocessor, processor characteristics  for multiprocessing,
interconnection networks, cache coherence protocols.

Practicals: Lab experiments based on theory.

Text Books/References

1. Hwang and Briggs. Computer Architecture and Parallel
Processing, Mcgraw- Hil,
Kai Hwang. Advanced Computer Architecture, McGraw- Hill

3. V. Rajaraman, Paraliel Computers Architecture and Programming.




ELECTIVE - IV

CS 424 (a) PARALLEL COMPUTING

Cr.Hrs. 4(3+1)
LT P

Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to.

CO1 Understand and analyze the need of paraliel
. processing alon,
wnh‘the PRAM algorithms particularly parallel reduction, lis%
ranking etc.

CO2 Analyze the processor organization of various networks such as
mesh, pyramid, butterfly, hypercube etc in the field of
multiprocessors and multicomputers

CO3 Understand and analyze different types of multiprocessors such
as UMA & NUMA and multicomputers such as nCUBE2
Paragon XP/S along with their attributes '

CO4 Understand and analyze programmi
ing for paraliel processors
along with data mapping, load balancing and task scheduli
multiprocessor environment. fd N

Unit-1

Computational demands of modemn science, advent of

4 \ practical parallel

ptocoahw g, parallel processing terminology, PRAM algonthms: mpa of
| computation, PRAM model of paraliel computation, PRAM

algorithms: mbl reduction, prefix sums, list ranking, preorder tree

traversal, merging two sorted kists, graph coloring, R i

- : ng, Reducing the number

Unit -l

Muttiprocessors & Mullicomputers Processor Organizati
'ganization. Mesh
netwerks, binary tree networks, hyper tree networks, pyramid
zyectmo;m',‘ebmug&:ly s::ﬂmh?rk. hypercube network, Cube connected
, exchange networks, i
oy s de.bruqn networks,

Unit -
Processor Amays: connection machine CM -~ 20
- 200, multiprocessor:
uniform Memory access (UMA) multiprocessor, Non — unﬂon‘:: memory
access (NUMA) multiprocessor, Multicomputers: nCUBE 2, Connection

machine, Paragon XP/S, Flynns T.
and paralleizabity lynns Taxonomy, speedup, scaled speedup
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Unit- IV
Programming Paralle! Processes Introduction to C* © sequent C, ncube
C, OCCAM, C- Linda, a notation for expressing parallel aigorithms,

Mapping & Scheduling. mapping data 10 processors on processor array
and multicomputers, dynamic load balancing on multicomputers, static
scheduling on UMA muitiprocessor, Deadlocks, classifying MIMD
aigorithms, reduction, broadcast, prefix sum, malnx Multiplication.
sequential matrix multiplication, algorithms for processor arrays,
algorithms for multiprocessors, algorithms for muiticomputers

Practicals: Lab experiments based on theory.

Text Books/References
1. Michet J quinn. Parallel Computing, Tata Mc graw hill Edition
2 Kal Hwang. Advanced Computer Architecture, McGraw Hill

CS 424 (b) OBJECT ORIENTED MODELING AND DESIGN
Cr.Hrs, 4(3+1)
LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be abie to:

COt Understand and be able to differentiate how the object-oriented
approach differs from the traditional approach to systems
analysis and design.

CO2 Understand and analyze the importance of modeling and how
the Unified Modeling Language (UML) represents an object-
oriented system using a number of different modeling views.

CO3 Understand and Construct various UML modeis including use
case diagrams, class diagrams, interaction diagrams, state chart
diagrams, activity diagrams, and implementation diagrams using
the appropriate notation.

CO4 Apply the Rational Software Suit for the construction of UML
models and expressing the appropriate notation associated with
each model.

Unit-1

Introduction: Object oriented approach, Object oriented themes, and
odqnled memodologies. Overview of OOL, Object classes; Meta

association concepts, Generalization and Inheritance, Grouping
constructs, Aggregation, Abstract classes, Generalization as an
129




extension and restriction Multiple inheritance, Metadata. Candidate k
A s ey,
::nstrams. Homomorphism, problems on object modeting anzl
vanced Object Modeling, Advantages of Object Modeling

Unit -l

Analysis. Problem Analysis, Problem Domain Classes. Iden
mObjad of Real World Problems using use case analysis andmfy!eoording
lysis. Dynamic Modeling: Events, Modeling scenarios, Mapping
Events to Object, Interface, Discovering attributes scenarios and event
trace diagrams, Modqmg simple collaboration, Modeling Logical
se schema, Activity Diagram, Modeling workflow, Advanced
Dynamic Modeling concepts, Relation of object and dynamic models
Unit- i

Class and State Diagram: Test scenarios, Interfaces, classes, Method
?tro;s Testing, System Testing, Scalability Testing, and R'ogressio:
esting, Behavioral Modeling, State Chart diagrams, operations, Nested
gma diagrams, concurrency. Functional Modeling: Functional models.
ata Flow Diagrams, Specifying Operations, Relation of functional to
object and dynamic models, Problems on functional modeling,
Unit-Iv

Design: Architectural Design, Refining the Mode!, Refactorin

A A ; |
:nng cohesion. Ownership of the aftribute and the opemﬁogsm
Threads, Cm visibility, user interface, Subsystem interfaces.
Depbymenr t Diagram: Modeling source codes, Physical Database,
cModo ing in_ACJS system, Distributed system and Embedded systems.
ase Study: Designing a static and dynamic model using diagram for
Banking System, Student Information System, Examination System, Air

Ticket Reservation System, Inventory System etc. '

Practicals: List of experiments / practicals
Choose any one topic and do the following exercise.

Develop :n IEEE standard SR:mer:et(nsm“ renee

dont Use Cosen e e wioc an (ot char
L R

UNL Gloss daor a8 domain model with

. umgmmmwmmnnammm«be objects
tween
and represent them using UMLInteraction diagrams.

i
?
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9. Draw the State Chart diagram,

10. Draw Component and Deployment diagrams
11. The list of experimental mentioned above can be augmented based

on the requirement by the subject teacher

Text Books/References
1 James Rumbaugh,Object Oriented Modeling and Design with
UML, 2nd Edition, Pearson Education, 2011

2 Grady Booch, Object Oriented Analysis and Design with
Applk:abons. 3rd Edition, Pearson Education, 2009,

CS 424 (c) DISTRIBUTED DATABASE SYSTEMS
Cr.Hrs. 4(3
L

+
=
-

Course outcome: At the end of the course, the student will be able to:

CO1 Understand and analyze various distnbuted database designs,
transparencies, and architectural models of distributed database.

CO2 Understand and implement top-down and bottom up approaches
of distributed database, fragmentation, allocation and semantic
data control.

CO3 Understand, apply and implement query processing such as
query decomposition, localization and optimization

CO4 Understand and apply various distributed transaction
management Issues particularly concurrency control algorithms
such as locking based, time stamp based, optimistic and
deadlock management.

CO5 Apply, analyze and understand parallel database architecture,
design techniques and interoperability.

Unit-1
Introduction, Advantages and disadvantages, Distnbuted DBMS
Architecturs:  Transparencies (n a Distributed DBMS, DBMS
standardization, Architectural models, Global directory issues.

Unit- Il

Distributed database design. A framework for distributed database
design, Top-down and bottom up approaches, the design of database
fragmentation, the allocation of fragments, general criteria for fragment
allocation, measure of costs and benefits of fragment allocation,
semantic data control.
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Unit - il

Distributed  query processing: Query decomposition, Data
Localization. Optimization of Distributed Queries, Transaction
Management. distributed concurrency control: classification of
concurrent control algorithms, locking based algorithms, time stamp
based algorithms, optimistic concurrency control algorithms, and
deadlock management.

Unit- IV

Paraliel Database Systems Parallel Architecture, Parallel DBMS
techniques, paraliel execution problems. Database interoperability.
Databases for word wide web. Mobile databases.

Practicals: Lab experiments based on theory

Text Books/References

1 M. Tomer Ozsu, P. Valduriez. Principles of Distributed Database
Systems 2™ =d, Pearson Education

S. Cefi, G. Pelagapati. Distributed Database, Principles and
Systems, McGraw Hill Publication

CS 424 (d) VLSIDESIGN

Cr.Hrs. 4(3+1)

LT P
Credit 3 0 1
Hours 3 0 2

Course outcome: At the end of the course, the student will be able to;
Understand and analyzé various VLSI design issues such as
regularity, modularity and locality
Understand and analyze various VLSI technologies such as
MOS, CMOS, NMOS etc.

Understand and analyze the methodology for implementing
sequential MOS circuits and dynamic logic circuits.
Understand and analyze the organization of semiconductor
memoeries and BICMOS logic circuits along with their structure
and operation,

Understand and analyze chip /O circuits for man

and testability using techniques such as AdHoc testable
design, scan based and BIST.

132

puter-Aided Design Technology. Combinational MOS Logic
Circuits. Introduction, Classification of CMOS digital circuit types, Circuit
design procedures  Metal-Oxde Semiconductor (MOS) Logic:
Enhancement-Type MOSFET,The p-channel MOSFET, Depletion
MOSFET. NMOS Inverter, NMOS NAND gate, NMOS NOR gate,
Complementary metal oxide semiconductor (CMOS) Logic CMOS
Inverter, CMOS NAND Gates, CMOS NOR Gate, Pass-Transistor logic
circuits, Complex logic circuits, CMOS characteristics

Unit- 1t

Sequential MOS Logic Circuits: Introduction, CMOS Bistable Elements,
The SR Latch Circuit based on NAND and NOR gates, Clocked Latch
and Flip-Flop Circuits, CMOS D-Latch and Edge-Triggered Flip-Flop.
Dynamics Logic Circuits: Dynamics logic circuit techniques, High-
performance CMOS circuits: Domino CMOS Logic, NORA CMOS Logic,
and TSPC Dynamic CMOS

Unit - Il

Semiconductor Memories: Memory-Chip Organization, Random-Access
Memory (RAM) Cells, Read-Write Operation of Static Memory and
Dynamic Memory Cell SenseAmlenademsDeooosm Re{d
Only Memory (ROM): A MOS ROM, EPROM Cell. BICMOS Logic
Circuits © Bipolar Junction Transistors (BIT). Structure and Oparaﬂqn.
Basic BICMOS Circuits, Switching Delay in BICMOS Logic Circuits,
BICMOS NOR gate and NAND Gate.

Unit - Iv

Chip Input and Output (1/0) Circuits. ESD Protection, Input Circults,
Output Circuits and L(dUdt) Noise, On-Chip Clock Generation and
Distribution.  Design  For  Man

Manufacturability: Introduction, Process Variations, Basic Concepts.and
Definitions, Design of Experiments and Performance Modeiing.
Testability: Fault Types and Models, Controllabllity and absorbability, Ad
Hoc Testable Design Techniques, Scan-Based Techniques, and Built-In
Self Test (BIST) Techniques.

Practicals: Lab experiments based on theory.

Text Books/References

1. CMOS Digital Integrated Circuits Analysis and Design,
Sung -Mo Kang, Yusuf Leblebici, Tata McGrawHill Edition.

133




CS 424 (e) DATA WAREHOUSING AND DATA MINING

Course outcome: At the end of the course, the student will be able to:

CO1  Understand the primitives of data warehousing and data mining
along with issues, challenges and applications.

co2 Undefstandandanatyzemealgorirwnsbasedonasswhﬂonnm

CO3 Understand and compare various classification technologies
particularfy bayesian, Moclassandgmerahzeddassdmwm

CO4 Evaluate and analyze various clustering and decision tree
aigorithms for efficient extraction and classification,

CO5 Analyze and apply various techniques like genetic algorithms,
text and content mining for data and web mining.

Unit-1
Data Warehousing: Introduction,  Definition, Multidimensional
mm.mm.w“homemm,w“m
Server. Data Mining: Introduction, Definition, KDD vs DM, DBMS vs, DM,

M.mem association rule

Unit- 1
Classification: Parametric and non-parametric tech y. Bayesian
classification, two and generalized class classification,
classification error, Decision boundary, Discriminant functions Non-
parametric methods for classification.

Unit-m

Ciustering: Hierarchical and non-hierarchical techniques, K-MEDOID

Algorithm,  Partitioning, Clara, Clarans. Advanced Hierarchical

algorithms. Decision Trees: Decision tree induction, Tree pruning,

Extracting classification rules from decision trees, Decision tree

construction algorithms, Decision tree construction with presorting.

Unit-1v

Data mining using neural networks, Genetic algorithms, Wab Mining:

Web mining, Text mining, Content mining, Web structure mining.

Practicals: Lab experiments based on theory.

Text Books/Refzrences

1. Jiawei Han, Micheline Kamber Data Mining: and
Techniques, Harcourt India Pvi. S .

2. Alex Berson, Stephen J. Smith. “Data Warehousing, Data Mining and
OLAP", McGraw Hill, o

3. D. Hand, H. Mannila, and P. Smyth. “Principles of Data Mining",
MIT Press.
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